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Product Information

Specifications:

Product Name: Microchip PIC64GX

Boot Process: SMP and AMP workloads supported

Special Features: Watchdog support, Lockdown mode

Product Usage Instructions

1. Boot Process

1. Software Components Involved in Booting

The system boot-up process involves the following software components:

Hart Software Services (HSS): A zero-stage boot loader, system monitor, and provider of runtime

services for applications.

2. Boot Flow

The sequence of the system boot flow is as follows:

1. Initialization of Hart Software Services (HSS)

2. Bootloader execution

3. Application startup

2. Watchdogs

1. PIC64GX Watchdog

The PIC64GX features a watchdog function to monitor system operation and trigger actions in case of

system failures.

3. Lockdown Mode

The lockdown mode is designed for customers who require complete control over system actions after boot. It

limits the functionalities of the E51 system monitor.



FAQ

Q: What is the purpose of the Hart Software Services (HSS)?

A: The HSS serves as a zero-stage boot loader, system monitor, and provider of runtime services for

applications during the boot process.

Q: How does the PIC64GX watchdog function work?

A: The PIC64GX watchdog monitors system operation and can take predefined actions in case of system

failures to ensure system reliability.

Introduction

This whitepaper explains how the Microchip PIC64GX boots application workloads and describes the system boot
process, which operates the same for SMP and AMP workloads. Additionally, it covers how a reboot works for
SMP and AMP workloads, watchdogs on the PIC64GX, and a special lockdown mode for systems where
customers desire complete control to limit the actions of the E51 system monitor after system boot.

Boot Process

Let us take a look at the various software components involved in system bootup, followed by a more detailed look
at the sequence of the system boot flow itself.

Software Components Involved in Booting
The following components are involved in the system boot-up process:

Figure 1.1. Boot-up Components



Hart Software Services (HSS)

The Hart Software Services (HSS) is a zero-stage boot loader, a system monitor, and a provider of runtime

services for applications. The HSS supports early system setup, DDR training, and hardware

initialization/configuration. It mostly runs on the E51s, with a small amount of machine-mode level functionality

running on each U54s. It boots one or more contexts by loading application “payload” from the boot medium,

and provides Platform Runtime Services/Supervisor Execution Environment (SEE) for operating system

kernels. It supports secure boot and is an important component in ensuring hardware partitioning/separation for

AMP contexts.

Das U-Boot (U-Boot) 

Das U-Boot (U-Boot) is an open-source universal scriptable boot loader. It supports a simple CLI that can

retrieve the boot image from a variety of sources (including an SD Card and the Network). U-Boot loads Linux.

It can provide a UEFI environment if needed. It is generally finished and out of the way once Linux has booted –

in other words, it does not stay resident post-boot.

Linux Kernel

The Linux kernel is the world’s most popular operating system kernel. Combined with a userland of

applications, it forms what is commonly referred to as a Linux operating system. A Linux Operating System

provides rich POSIX APIs and developer environment, for example, languages and tools such as Python, Perl,

Tcl, Rust, C/C++, and Tcl; libraries such as OpenSSL, OpenCV, OpenMP, OPC/UA, and OpenAMP (RPmsg

and RemoteProc).

Yocto and Buildroot are Linux system builders, that is, they can be used to generate bespoke customized Linux

systems. Yocto outputs a Linux distribution with a rich

set of applications, tools, and libraries, and optional package management. Buildroot outputs a more minimal

root filesystem and can target systems that do not require persistent storage but run entirely from RAM (using

Linux’s initials support, for example).

Zephyr

Zephyr is a small, open-source Real-Time Operating System (RTOS). It provides a Real-Time Low-Overhead

Framework, with RPMsg-lite communication channels to Linux. It includes a kernel, libraries, device drivers,

protocol stacks, filesystems, mechanisms for firmware updates, and so on, and is great for customers wanting

a more bare-metal-like experience on PIC64GX.

Boot Flow
PIC64GX includes a RISC-V coreplex with a 64-bit E51 system monitor hart and 4 64-bit U54 application harts. In
RISC-V terminology, a hart is a RISC-V execution context that contains a full set of registers and that executes its
code independently. You can think of it as a hardware thread or a single CPU. A group of harts within a single core
is often called a complex. This topic describes the steps to initialize the PIC64GX coreplex, including the E51
system monitors heart and the U54 application harts.

1. Power on the PIC64GX coreplex.

At power-on, all harts in the RISC-V coreplex are released from reset by the Security Controller.

2. Run the HSS code from the on-chip eNVM flash memory.

Initially, each heart starts running the HSS code from the on-chip eNVM flash memory. This code causes all

U54 application harts to spin, waiting for instructions, and lets the E51 monitor hart start running code to

initialize and bring up the system.

3. Decompress the HSS code from eNVM to L2-Scratch memory.

Depending on its build-time configuration, the HSS is usually larger than the capacity of the eNVM flash



memory itself and so the first thing the HSS code running on the E51 does is decompress itself from eNVM to

L2-Scratch memory, as shown in Figure 1.2 and Figure 1.3.

Figure 1.2. HSS Decompresses from eNVM to L2 Scratch

Figure 1.3. HSS Memory Map During Decompression



4. Jump from eNVM to L2-Scratch into an executable as shown in the following figure.

Figure 1.4. HSS Jumps from eNVM into Code Now in L2Scratch Following Decompression



The executable consists of three components:

The hardware abstraction layer (HAL), low-level code, and bare metal drivers

A local HSS fork of RISC-V OpenSBI (modified slightly from upstream on PIC64GX for AMP purposes)

The HSS runtime services (state machines run in a super loop)

5. Initialize the hardware and data structures used by OpenSBI.

The HSS service “Startup” is responsible for this initialization.

6. Fetch the application workload (payload.bin) image from external storage. This is shown in Figure 1.5 and

Figure 1.6

Important: In case of the PIC64GX Curiosity Kit, this will be from an SD card.

Figure 1.5. Fetching payload.bin Workload Image from External Storage

Figure 1.6. HSS Memory Map after Fetching payload.bin



7. Copy the various sections from the payload.bin to their execution time destinations. The payload.bin is a

formatted image, which consolidates various application images for SMP or AMP workloads. It includes code,

data, and descriptor tables which enable the HSS to appropriately place the code and data sections, where

they are needed to run the various application workloads.

Figure 1.7. payload.bin is Copied to Destination Addresses



8. Instruct relevant U54s to jump to their execution start addresses. This start address information is contained in

the payload.bin.

9. Start the U54 Application harts and any second-stage boot loaders. For example, U-Boot brings up Linux.

Reboot

Related to the concept of system booting is the need to reboot. When thinking about PIC64GX application
workloads, rebooting needs to consider both symmetric multiprocessing (SMP) and asymmetric multiprocessing
(AMP) scenarios:

1. In the case of an SMP system, a reboot can safely cold reboot the entire system as there are no additional

workloads in another context to consider.

2. In the case of an AMP system, a workload might only be allowed to reboot itself (and not interfere with any

other context), or it might be privileged to be able to perform a full system reboot.

Reboot and AMP
To enable the SMP and AMP reboot scenarios, the HSS supports the concepts of warm and cold reboot
privileges, which are assignable to a context. A context with warm reboot privilege is only able to reboot itself, and
a context with cold reboot privilege can perform a full system reboot. For example, consider the following set of
representative scenarios.

A single context SMP workload, which is allowed to request a full system reboot

In this scenario, the context is allowed cold reboot privilege.

A two-context AMP workload, where context A is allowed to request a full system reboot (affecting all contexts),

and Context B is allowed to reboot itself only

In this scenario, context A is allowed cold reboot privilege, and context B is allowed warm reboot privilege.

A two-context AMP workload, where contexts A and B are only allowed to reboot themselves (and not affect the

other context)

In this scenario, both contexts are only allowed warm reboot privileges.

A two-context AMP workload, where contexts A and B are both allowed to request full system reboots

In this scenario, both contexts are allowed cold reboot privileges.



Furthermore, it is possible for the HSS at build time to always allow cold reboot privilege, and to never allow

cold reboot privilege.

Relevant HSS Kconfig Options
Kconfig is a software build configuration system. It is commonly used to select build-time options and to enable or
disable features. It originated with the Linux kernel but has now found use in other projects beyond the Linux
kernel, including U-Boot, Zephyr, and the PIC64GX HSS.

The HSS contains two Kconfig options that control the reboot functionality from the HSS perspective:

CONFIG_ALLOW_COLD REBOOT

If this is enabled, it globally allows a context to issue a cold reboot ecall. If disabled, only warm reboots will be

permitted. In addition to enabling this option, permission to issue a cold reboot must be granted to a context

through the payload generator YAML file or the following Kconfig option.

CONFIG_ALLOW_COLD REBOOT_ALWAYS

If enabled, this feature globally allows all contexts to issue a cold reboot ECAA, irrespective of the

payload.bin flag entitlements.

Additionally, the payload.bin itself can contain a per-context flag, indicating that a particular context is

entitled to issue cold reboots:

To allow a context warm reboot another context, we can add the option allow-reboot: warm in the

YAML description file used to create the payload.bin

To allow a context cold reboot of the entire system, we can add the option allow-reboot: cold. By

default, without specifying allow-reboot, a context is only allowed warm reboot itself Irrespective of

the setting of this flag, if CONFIG_ALLOW_COLDREBOOT is not enabled in the HSS, the HSS will

rework all cold reboot requests to warm (per-context) reboots.

Reboot in Detail
This section describes how the reboot works in detail – starting with the OpenSBI layer (the lowest M-mode layer)
and then discussing how this OpenSBI layer functionality is triggered from an RTOS application or a rich OS like
Linux.

OpenSBI Reboot ecall

The RISC-V Supervisor Binary Interface (SBI) specification describes a standardized hardware abstraction

layer for platform initialization and firmware runtime services. The main purpose of SBI is to enable portability

and compatibility across different RISC-V implementations.

OpenSBI (Open Source Supervisor Binary Interface) is an open-source project that provides a reference

implementation of the SBI specification. OpenSBI also provides runtime services, including interrupt handling,

timer management, and console I/O, which can be utilized by higher-level software layers.

OpenSBI is included as part of the HSS and runs at the Machine Mode level. When the operating system or

application causes a trap, it will be passed to OpenSBI to handle it. OpenSBI exposes a certain system-call

type functionality to the upper layers of the software through a particular trap mechanism called an ecall.

The System Reset (EID 0x53525354) provides a comprehensive system call function that allows the upper

layer software to request system-level reboot or shutdown. Once this ecall is invoked by a U54, it is trapped by

the HSS software running in Machine Mode on that U54, and a corresponding reboot request is sent to the E51

to reboot either the context or the entire system, depending on the entitlements of the context.



For more information, see the RISC-V Supervisor Binary Interface Specification  particularly System Reset
Extension (EID #0x53525354 “SRST”).

Linux Reboot

As a specific example of this, in Linux, the shutdown command is used to halt or reboot the system. The
command typically has many aliases, namely halt, power off, and reboot. These aliases specify whether to halt the
machine at shutdown, to power off the machine at shutdown, or to reboot the machine at shutdown.

These user-space commands issue a reboot system call to Linux, which is trapped by the kernel and

interworked to an SBI ecall.

There are various levels of reboot – REBOOT_WARM, REBOOT_COLD, REBOOT_HARD – these can be

passed as command line arguments to the kernel (for example, reboot=w[arm] for REBOOT_WARM). For more

information on the Linux kernel source code, see Documentation/admin-guide/kernel-paramters.txt.

Alternatively, if /sys/kernel/reboot is enabled, the handlers underneath can be read to get the current system

reboot configuration, and written to alter it. For more information on the Linux kernel source code, see

Documentation/ABI/testing/sysfs-kernel-reboot.

Watchdogs

A further concept related to system booting and system rebooting is that of system recovery upon the firing of a

watchdog timer. Watchdog timers are widely used in embedded systems to automatically recover from transient

hardware faults, and to prevent errant or malevolent software from disrupting system operation.

PIC64GX includes hardware watchdog support to monitor the individual harts when the system is running. The

watchdogs ensure that the harts can be restarted if they do not respond due to unrecoverable software errors.

PIC64GX includes five instances of watchdog timer hardware blocks used to detect system lockups -one for

each of the harts. To facilitate mixed Asymmetric Multi-Processing (AMP) workloads, the HSS supports

monitoring and reacting to the watchdogs firing.

PIC64GX Watchdog

The HSS is responsible for booting the application harts at power-up, and for re-booting them (individually or

collectively) at any stage, should it be needed or desired. As a consequence of this, reacting to watchdog

events on the PIC64GX is handled by the HSS.

A ‘virtual watchdog’ monitor is implemented as an HSS state machine service, and its responsibilities are to

monitor the status of each of the U54 individual watchdog hardware monitors. When one of these U54

watchdogs trips, the HSS detects this and will reboot the U54 as appropriate. If the U54 is part of an SMP

context, the entire context is considered for reboot, given the context has warm reboot privilege. The entire

system will be rebooted if the context has cold reboot privilege.

Relevant Kconfig Options

Watchdog support is included by default in released HSS builds. Should you wish to build a custom HSS, this

section will describe the configuration mechanism to ensure that Watchdog support is enabled.

The HSS is configured using the Kconfig configuration system. A toplevel .config file is needed to select what

https://github.com/riscv-non-isa/riscv-sbi-doc/blob/master/riscv-sbi.adoc
https://github.com/riscv-non-isa/riscv-sbi-doc/blob/master/riscv-sbi.adoc#system-reset-extension-eid-0x53525354-srst
https://www.kernel.org/doc/Documentation/admin-guide/kernel-parameters.txt
https://www.kernel.org/doc/Documentation/ABI/testing/sysfs-kernel-reboot


services get compiled in or out of the HSS build.

Firstly, the top-level CONFIG_SERVICE_WDOG option needs to be enabled (“Virtual Watchdog support”

through make config).

This then exposes the following sub-options which are dependent on Watchdog support:

CONFIG_SERVICE_WD OG_DEBUG

Enables support for informational/debug messages from the virtual watchdog service.

CONFIG_SERVICE_WD OG_DEBUG_TIMEOUT_SECS

Determines the periodicity (in seconds) that Watchdog debug messages will be output by the HSS.

CONFIG_SERVICE_WD OG_ENABLE_E51

Enables the watchdog for the E51 monitors heart in addition to the U54s, protecting the operation of the HSS

itself.

When the E51 watchdog is enabled, the HSS will periodically write to the Watchdog to refresh it and prevent it
from firing. If, for some reason, the E51 heart locks up or crashes and the E51 watchdog is enabled, this will
always reset the entire system.

Watchdog Operation
The watchdog hardware implements down counters. A refresh-forbidden window can be created by configuring the
watchdog Maximum Value up to which Refresh is Permitted (MVRP).

When the current value of the watchdog timer is greater than the MVRP value, refreshing the watchdog is

forbidden. Attempting to refresh the watchdog timer in the forbidden window will assert a timeout interrupt.

Refreshing the watchdog between the MVRP value and the Trigger Value (TRIG) will successfully refresh the

counter and prevent the watchdog from firing.

Once the watchdog timer value counts below the TRIG value, the watchdog will fire.

Watchdog State Machine

The watchdog state machine is very straightforward – starting up by configuring the watchdog for the E51, if

enabled, then moving through an idle state into monitoring. Each time around the superloop, this monitoring

state is invoked, which checks the status of each of the U54 watchdogs.

The watchdog state machine interacts with the boot state machine to restart a hart (and any other harts that are

in its boot set), if it detects that the hart has not managed to refresh its watchdog in time.

Lockdown Mode

Normally (especially with AMP applications), it is expected that the HSS will stay resident in M-mode, on a U54, to
allow per-context reboot (i.e reboot one context only, without full-chip reboot), and to allow the HSS to monitor
health (ECCs, Lock Status Bits, Bus Errors, SBI errors, PMP violations, etc).



In order to provide reboot capabilities on a per-AMP context basis (without requiring the entire system to

reboot), the E51 normally has privileged memory access to the entire memory space of the system. However,

there may be situations where this is not desirable, and the customer may prefer to restrict what the E51 HSS

firmware does once the system has booted successfully. In this case, it is possible to put the HSS into

lockdown mode once the U54 Application Harts have been booted.

This can be enabled using the HSS Kconfig option CONFIG_SERVICE_LOCKDOWN.

The lockdown service is intended to allow restriction of the activities of the HSS after it boots the U54

application Harts.

Figure 4.2. HSS Lockdown Mode

Once the Lockdown mode starts, it stops all other HSS service state machines from running. It calls two weakly
bound functions:

e51_pmp_lockdown(), and

e51_lockdown()

These functions are intended to be overridden by board-specific code. The first is a configurable trigger function to
allow a BSP to customize locking the E51 out from the application payloads at this point. The weakly bound default
implementation of this function is empty. The second is the functionality that is run from that point forward. The



weakly-bound default implementation services the watchdog at this point in the E51, and will reboot if a U54
watchdog fires. For more information, see the HSS source code in the services/lockdown/lockdown_service.c file.

Appendix

HSS payload.bin Format

This section describes the payload.bin file format and the image used by the HSS to boot PIC64GX SMP and

AMP applications.

The payload.bin is a formatted binary (Figure A.10) consisting of a head, various descriptor tables, and various

chunks that contain the code and data sections of each part of the application workload. A chunk can be

considered as an arbitrary-sized contiguous block of memory.

Figure A.10. payload.bin Format

The header portion (shown in Figure A.11) contains a magic value used to identify the payload.bin and some
housekeeping information, along with details of the image intended to run on each of the
U54 application codes. It describes how to boot each individual U54 hart, and the set of bootable images overall.
In its housekeeping information, it has pointers to various tables of descriptors to allow the header size to grow.



Figure A.11. payload.bin Header

Code and initialized constant data are considered read-only and stored in a read-only section, which is pointed

to by header descriptors.

Non-zero initialized data variables are read-write data but have their initialization values copied from the read-

only chunk at start-up. These are also stored in the read-only section.

The read-only payload data section is described by a table of code and data chunk descriptors. Each chunk

descriptor in this table contains a ‘hart owner’ (the main hart in the context it is targeted

at), a load offset (offset within the payload.bin), and an execution address (destination address in PIC64GX

memory), along with a size and checksum. This is shown in Figure A.12.

Figure A.12. Read-Only Chunk Descriptor and Payload Chunk Data



In addition to the aforementioned chunks, there are also chunks of memory corresponding to data variables that
are initialized to zero. These are not stored as data in the payload.bin, but instead are a special set of zero-
initialized chunk descriptors, which specify an address and length of RAM to set to zero during startup. This is
shown in Figure A.13.

Figure A.13. ZI Chunks



hss-payload-generator
The HSS Payload Generator tool creates a formatted payload image for the Hart Software Service zero-stage
bootloader on PIC64GX, given a configuration file and a set of ELF files and/or binaries. The configuration file is
used to map the ELF binaries or binary blobs to the individual application harts (U54s).

Figure B.14. hss-payload-generator Flow

The tool does perform basic sanity checks on the structure of the configuration file itself and on the ELF images.



ELF images must be RISC-V executables.

Example Run

To run the hss-payload-generator tool with the sample configuration file and ELF files:

$ ./hss-payload-generator -c test/config.yaml output.bin

To print diagnostics about a pre-existing image, use:

$ ./hss-payload-generator -d output.bin

To enable secure boot authentication (via image signing), use -p to specify the location of an X.509 Private Key

for the Elliptic Curve P-384 (SECP384r1):

$ ./hss-payload-generator -c test/config.yaml payload.bin -p /path/to/private.pem

For more information, see the Secure Boot Authentication documentation.

Config File Example

First, we can optionally set a name for our image, otherwise, one will be created dynamically:

set-name: ‘PIC64-HSS::TestImage’

Next, we’ll define the entry point addresses for each heart, as follows:

hart-entry-points: {u54_1: ‘0x80200000’, u54_2: ‘0x80200000’, u54_3: ‘0xB0000000′, u54_4:’0x80200000’}

The ELF source images can specify an entry point, but we want to be able to support secondary entry points for
harts if needed, for example, if multiple harts are intended to boot the same image, they might have individual
entry points. To support this, we specify the actual entry point addresses in the configuration file itself.

We can now define some payloads (source ELF files, or binary blobs) that will be placed at certain regions in
memory. The payload section is defined with the keyword payloads, and then a number of individual payload
descriptors. Each payload has a name (path to its file), an owner-hart, and optionally 1 to 3 secondary harts.

Additionally, a payload has a privilege mode in which it will start execution. Valid privilege modes are PRV_M,
PRV_S and PRV_U, where these are defined as:

PRV_M Machine mode

PRV_S Supervisor mode

PRV_U User mode

In the following example:

test/zephyr.elf is assumed to be a Zephyr application that runs in U54_3, and expects to start in the PRV_M

privilege mode.

test/u-boot-dtb.bin is the Das U-Boot bootloader application, and it runs on U54_1, U54_2 and U54_4. It

expects to start in the PRV_S privilege mode.

Important:
The output of U-Boot creates an ELF file, but typically it does not prepend the .elf extension. In this case, the
binary created by CONFIG_OF_SEPARATE is used, which appends a device tree blob to the U-Boot binary.



Here is the example Payloads configuration file:

test/zephyr.elf:

{exec-addr: ‘0xB0000000’, owner-hart: u54_3, priv-mode: prv_m, skip-opensbi: true}

test/u-boot-dtb.bin:

{exec-addr: ‘0x80200000’, owner-hart: u54_1, secondary-hart: u54_2, secondary-hart: u54_4,priv-mode: prv_s}

Important: 
Case only matters for the file path names, not the keywords. So, for instance, u54_1 is considered the same as
U54_1, and exec-addr is considered the same as EXEC-ADDR. If an.elf or .bin extension is present, it needs to be
included in the configuration file.

For a bare metal application that does not want to be concerned with OpenSBI, the option skip-opens, if true,

will cause the payload on that heart to be invoked using a simple mret rather

than an OpenSBI sbi_init() call. This means the heart will start running the bare metal code irrespective of any

OpenSBI HSM considerations. Note that this also means the heart cannot use

ecalls to invoke OpenSBI functionality. The skip-opens option is optional and defaults to false.

To allow a context warm reboot of another context, we can add the option allow reboot: warm. To allow a

context cold reboot of the entire system, we can add the option allow-reboot: cold. By default, without

specifying allow-reboot, a context is only allowed to warm reboot itself.

It is also possible to associate ancillary data with each payload, for example, a DeviceTree Blob (DTB) file, by

specifying the ancilliary data filename as follows:

test/u-boot.bin: { exec-addr: ‘0x80200000’, owner-hart: u54_1, secondary-hart: u54_2, secondary-hart: u54_3,

secondary-hart: u54_4, priv-mode: prv_s, ancilliary-data: test/pic64gx.dtb }

This ancilliary data will get included in the payload (placed straight after the main file in the executable

space), and its address will be passed to OpenSBI in the next_arg1 field (passed in the $a1 register to the

image at boot time).

To prevent the HSS from automatically booting a context (for instance, if we instead want to delegate control of

this to a context using remoteProc), use the skip-autoboot flag:

test/zephyr.elf: {exec-addr: ‘0xB0000000’, owner-hart: u54_3, priv-mode: prv_m, skip-opensbi: true, skip-

autoboot: true}

Finally, we can optionally override the names of individual payloads, using the payload-name option. For

example:

test/u-boot.bin: { exec-addr: ‘0x80200000’, owner-hart: u54_1, secondary-hart: u54_2, secondary-hart: u54_3,

secondary-hart: u54_4, priv-mode: prv_s, ancilliary-data: test/pic64gx.dtb, payload-name: ‘u-boot’ }

Note that the Yocto and Buildroot Linux builders will build, configure, and run the hss-payload-
generator as needed to generate application images. Additionally, the pic64gx-curiosity-kit-amp machine target in
Yocto will generate an application image using the hss-payload-generator tool that demonstrates AMP, with Linux
running on 3 harts and Zephyr running on 1 hart.

Revision History
The revision history describes the changes that were implemented in the document. The changes are listed by
revision, starting with the most current publication.
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Microchip Information

The Microchip Website
Microchip provides online support via our website at www.microchip.com/. This website is used to make files
and information easily available to customers. Some of the content available includes:

Product Support – Datasheets and errata, application notes and sample programs, design resources, user’s

guides and hardware support documents, latest software releases and archived software

General Technical Support – Frequently Asked Questions (FAQs), technical support requests, online

discussion groups, Microchip design partner program member listing

Business of Microchip – Product selector and ordering guides, latest Microchip press releases, a listing of

seminars and events, listings of Microchip sales offices, distributors, and factory representatives

Product Change Notification Service

Microchip’s product change notification service helps keep customers current on Microchip products.

Subscribers will receive email notification whenever there are changes, updates, revisions or errata related to a

specified product family or development tool of interest.

To register, go to www.microchip.com/pcn and follow the registration instructions.

Customer Support
Users of Microchip products can receive assistance through several channels:

Distributor or Representative

Local Sales Office

Embedded Solutions Engineer (ESE)

Technical Support

Customers should contact their distributor, representative, or ESE for support. Local sales offices are also
available to help customers. A listing of sales offices and locations is included in this document.
Technical support is available through the website at: www.microchip.com/support.

Microchip Devices Code Protection Feature
Note the following details of the code protection feature on Microchip products:

Microchip products meet the specifications contained in their particular Microchip Data Sheet.

Microchip believes that its family of products is secure when used in the intended manner, within operating

specifications, and under normal conditions.

Microchip values and aggressively protects its intellectual property rights. Attempts to breach the code

protection features of Microchip products is strictly prohibited and may violate the Digital Millennium Copyright

Act.
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Neither Microchip nor any other semiconductor manufacturer can guarantee the security of its code. Code

protection does not mean that we are guaranteeing the product is “unbreakable”. Code protection is constantly

evolving. Microchip is committed to continuously improving the code protection features of our products.
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This publication and the information herein may be used only with Microchip products, including to design, test,
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Use of Microchip devices in life support and/or safety applications is entirely at the buyer’s risk, and the buyer
agrees to defend, indemnify, and hold harmless Microchip from all damages, claims, suits, or expenses resulting
from such use. No licenses are conveyed, implicitly or otherwise, under any Microchip intellectual property rights
unless otherwise stated.
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