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About This Guide

vSRX is the virtualized form of the Juniper Networks next-generation firewall. It is positioned for use in
a virtualized or cloud environment where it can protect and secure east-west and north-south traffic.
This guide provides you details on deployment of vSRX on various private and public cloud platforms.
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CHAPTER 1

Overview

IN THIS CHAPTER

Understand vSRX with KVM | 2

Requirements for vSRX on KVM | 7

Understand vSRX with KVM

IN THIS SECTION

vSRX on KVM | 2

VvSRX Scale Up Performance | 3

This section presents an overview of vSRX on KVM.

VSRX on KVM

The Linux kernel uses the kernel-based virtual machine (KVM) as a virtualization infrastructure. KVM is
open source software that you can use to create multiple virtual machines (VMs) and to install security
and networking appliances.

The basic components of KVM include:

e Aloadable kernel module included in the Linux kernel that provides the basic virtualization
infrastructure

e A processor-specific module

When loaded into the Linux kernel, the KVM software acts as a Aypervisor. KVM supports multitenancy
and allows you to run multiple vSRX VMs on the Aost OS. KVM manages and shares the system
resources between the host OS and the multiple vSRX VMs.



NOTE: vSRX requires you to enable hardware-based virtualization on a host OS that contains an
Intel Virtualization Technology (VT) capable processor.

Figure 1 on page 3 illustrates the basic structure of a vSRX VM on an Ubuntu server.

Figure 1: vSRX VM on Ubuntu
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Table 1 on page 3 shows the vSRX scale up performance when deployed on KVM, based on the
number of vCPUs and vVRAM applied to a vVSRX VM along with the Junos OS release in which a
particular vSRX software specification was introduced.

Table 1: vSRX Scale Up Performance

vCPUs VRAM

2 vCPUs 4GB

NICs

e Virtio

e SR-IOV (Intel 82599,
X520/540)

Release Introduced

Junos OS Release
15.1X49-D15 and Junos
OS Release 17.3R1



Table 1: vSRX Scale Up Performance (Continued)

vCPUs

5 vCPUs

5 vCPUs

1vCPU

4 vCPUs

8 vCPUs

16 vCPUs

VRAM

8 GB

8 GB

4GB

8 GB

16GB

32GB

NICs

e Virtio

e SR-IOV (Intel 82599,
X520/540)

e SR-IOV (Intel X710/
XL710)

SR-IOV on the Mellanox
ConnectX-4 and
ConnectX-5 family
adapters.

SR-IOV on the Mellanox
ConnectX-4 and
ConnectX-5 family
adapters.

SR-I0OV on the Mellanox
ConnectX-4 and
ConnectX-5 family
adapters.

SR-IOV on the Mellanox
ConnectX-4 and
ConnectX-5 family
adapters.

Release Introduced

Junos OS Release
15.1X49-D70 and Junos
OS Release 17.3R1

Junos OS Release
15.1X49-D90 and Junos
OS Release 17.3R1

Junos OS Release 21.2R1

Junos OS Release 21.2R1

Junos OS Release 21.2R1

Junos OS Release 21.2R1

You can scale the performance and capacity of a vSRX instance by increasing the number of vCPUs and
the amount of VRAM allocated to the vSRX. The multi-core vSRX automatically selects the appropriate
vCPUs and vRAM values at boot time, as well as the number of Receive Side Scaling (RSS) queues in the
NIC. If the vCPU and VRAM settings allocated to a vSRX VM do not match what is currently available,

the vSRX scales down to the closest supported value for the instance. For example, if a VSRX VM has 3
vCPUs and 8 GB of VRAM, vSRX boots to the smaller vCPU size, which requires a minimum of 2 vCPUs.
You can scale up a vSRX instance to a higher number of vCPUs and amount of vVRAM, but you cannot

scale down an existing VSRX instance to a smaller setting.



NOTE: The number of RSS queues typically matches with the number of data plane vCPUs of a
vSRX instance. For example, a vSRX with 4 data plane vCPUs should have 4 RSS queues.

VSRX Session Capacity Increase

VvSRX solution is optimized to increase the session numbers by increasing the memory.
With the ability to increase the session numbers by increasing the memory, you can enable vSRX to:

e Provide highly scalable, flexible and high-performance security at strategic locations in the mobile
network.

e Deliver the performance that service providers require to scale and protect their networks.

Run the show security flow session summary | grep maximum command to view the maximum number of
sessions.

Starting in Junos OS Release 18.4R1, the number of flow sessions supported on a vVSRX instance is
increased based on the VRAM size used.

Starting in Junos OS Release 19.2R1, the number of flow sessions supported on a vSRX 3.0 instance is
increased based on the vVRAM size used.

NOTE: Maximum of 28M sessions are supported on vSRX 3.0. You can deploy vSRX 3.0 with
more than 64G memory, but the maximum flow sessions can still be only 28M.

Table 2 on page 5 lists the flow session capacity.

Table 2: vSRX and vSRX 3.0 Flow Session Capacity Details

vCPUs Memory Flow Session Capacity
2 4 GB 05M
2 6 GB 1M

2/5 8 GB 2M



Table 2: vSRX and vSRX 3.0 Flow Session Capacity Details (Continued)

vCPUs Memory Flow Session Capacity
2/5 10GB 2M
2/5 12 GB 25M
2/5 14 GB 3M
2/5/9 16 GB 4M
2/5/9 20GB 6M
2/5/9 24 GB 8M
2/5/9 28 GB 10M
2/5/9/17 32GB 12M
2/5/9/17 40GB 16 M
2/5/9/17 48 GB 20M
2/5/9/17 56 GB 24 M
2/5/9/17 64 GB 28M

Release History Table

Release = Description

19.2R1 Starting in Junos OS Release 19.2R1, the number of flow sessions supported on a vSRX 3.0 instance is
increased based on the VRAM size used.

18.4R1 Starting in Junos OS Release 18.4R1, the number of flow sessions supported on a vSRX instance is
increased based on the vVRAM size used.



Requirements for vSRX on KVM | 7
Upgrade a Multi-core vSRX | 75
Install vSRX with KVM | 20

Requirements for vSRX on KVM

IN THIS SECTION

Software Specifications | 7

Hardware Specifications | 13

Best Practices for Improving vSRX Performance | 13
Interface Mapping for vSRX on KVM | 15

VvSRX Default Settings on KVM | 17

This section presents an overview of requirements for deploying a vSRX instance on KVM;

Software Specifications

Table 3 on page 8 lists the system software requirement specifications when deploying vSRX in a

KVM environment. The table outlines the Junos OS release in which a particular software specification
for deploying vSRX on KVM was introduced. You will need to download a specific Junos OS release to
take advantage of certain features.

CAUTION: A Page Modification Logging (PML) issue related to the KVM host kernel

A might prevent the vSRX from successfully booting. If you experience this behavior with
the vSRX, we recommend that you disable the PML at the host kernel level. See Prepare
Your Server for vSRX Installation for details about disabling the PML as part of enabling
nested virtualization.



Table 3: Specifications for vSRX

Component

Linux KVM
Hypervisor
support

Memory

Disk space

vCPUs

Specification

Ubuntu 14.04.5, 16.04, 16.10, and 18.04

Red Hat Enterprise Linux (RHEL) 7.3

Cent0S 7.2

CentOS 7.6 and 7.7

Red Hat Enterprise Linux (RHEL) 7.6 and 7.7

Red Hat Enterprise Linux (RHEL) 8.2

4GB

8 GB

16 GB

32GB

16 GB IDE drive

2 vCPUs

5 vCPUs

Release Introduced

Junos OS Release 18.4R1

Junos OS Release 19.2R1

Junos OS Release 19.2R1

Junos OS Release 20.4R1

Junos OS Release 15.1X49-D15 and Junos OS
Release 17.3R1

Junos OS Release 15.1X49-D70 and Junos OS
Release 17.3R1

Junos OS Release 15.1X49-D90 and Junos OS
Release 17.3R1

Junos OS Release 15.1X49-D100 and Junos
OS Release 17.4R1

Junos OS Release 15.1X49-D15 and Junos OS
Release 17.3R1

Junos OS Release 15.1X49-D15 and Junos OS
Release 17.3R1

Junos OS Release 15.1X49-D70 and Junos OS
Release 17.3R1



Table 3: Specifications for vSRX (Continued))

Component

VvNICs

Specification

9 vCPUs

17 vCPUs

2-8 vNICs.
e Virtio
e SR-10V (Intel 82599, X520/X540)

For SR-IOV limitations, see the Known
Behavior section of the vSRX Release Notes.

e SR-IOV (X710, XL710, and XXV710)

e SR-I0V (Mellanox ConnectX-3/
ConnectX-3 Pro and Mellanox ConnectX-4
EN/ConnectX-4 Lx EN)

Starting in Junos OS Release 19.4R1, DPDK
version 18.11 is supported on vSRX. With this
feature the Mellanox Connect Network
Interface Card (NIC) on vSRX now supports
OSPF Multicast and VLANSs.

Release Introduced

Junos OS Release 15.1X49-D90 and Junos OS
Release 17.3R1

Junos OS Release 15.1X49-D100 and Junos
OS Release 17.4R1

Junos OS Release 15.1X49-D15 and Junos OS
Release 17.3R1

Junos OS Release 15.1X49-D90

Junos OS Release 18.1R1

Junos OS Release 19.4R1

NOTE: A vSRX on KVM deployment requires you to enable hardware-based virtualization on a
host OS that contains an Intel Virtualization Technology (VT) capable processor. You can verify

CPU compatibility here: http:/www.linux-kvm.org/page/Processor_support

Table 4 on page 10 lists the specifications on the vSRX VM.


http://www.linux-kvm.org/page/Processor_support

Table 4: Specifications for vSRX 3.0

Component

Linux KVM
Hypervisor
support

Memory

vDisk

vCPUs

vNICs

Specification

Cent0S 7.2

CentOS 7.6 and 7.7

Red Hat Enterprise Linux (RHEL) 7.6 and 7.7

Red Hat Enterprise Linux (RHEL) 8.2

4GB

8 GB

16 GB

32GB

20G

17

2-8

2-8

VvSRX supports VIRTIO on KVM hypervisor.

Release Introduced

Junos OS Release 18.4R1

Junos OS Release 19.2R1

Junos OS Release 19.2R1

Junos OS Release 20.4R1

Junos OS Release 18.2R1

Junos OS Release 18.4R1

Junos OS Release 19.1R1

Junos OS Release 19.1R1

Junos OS Release 18.2R1

Junos OS Release 18.2R1

Junos OS Release 18.4R1

Junos OS Release 19.1R1

Junos OS Release 19.1R1

Junos OS Release 18.2R1

Junos OS Release 18.4R1



Table 4: Specifications for vSRX 3.0 (Continued))

Component Specification Release Introduced

VvSRX3.0 supports LiquidlO DPDK driver with Junos OS Release 20.4R1
KVM hypervisor. If you use the LiquidlO Il

smart NICs, then you can use vSRX3.0 by the

VF of SR-IOV.

SR-IOV 10-Gigabit High Availability on Junos OS Release 20.4R1
VvSRX3.0. See [Configuring SR-IOV 10-Gigabit
High Availability on vSRX 3.0]

Mellanox ConnectX-4 and ConnectX-5 family Junos OS Release 21.2R1
adapters. For a summary of vSRX sizes

(number of vCPU and amount of vVRAM) that

support the Mellanox ConnectX-4 and

ConnectX-5 Family Adapters, see VSRX Scale

Up Performance

DPDK 17.05 Junos OS Release 18.2R1
17.5.02 Junos OS Release 19.1R1
18.11 Junos OS Release 19.4R1

Data Plane Development Kit (DPDK) version Junos OS Release 21.2R1
20.11 on vSRX 3.0. The new version supports
ICE Poll Mode Driver (PMD), which enables
you to integrate with the physical Intel E810
series 100G NIC. Junos FreeBSD 12.Xis vSRX
3.0 VM's guest OS. The Routing Engine and
Packet Forwarding Engine run on Junos
FreeBSD OS as one VM, and the Packet
Forwarding Engine utilizes DPDK technologies
such as DPDK ICE PMD and single-root I/O
virtualization (SR-IOV).

Starting in Junos OS Release 19.1R1, the vSRX instance supports guest OS using 9 or 17 vCPUs with
single-root |/0O virtualization over Intel X710/XL710 on Linux KVM hypervisor for improved scalability
and performance.


https://www.juniper.net/documentation/en_US/release-independent/nce/information-products/pathway-pages/nce/nce-189-vsrx-sr-iov-ha-10g-deployment.html
https://www.juniper.net/documentation/en_US/release-independent/nce/information-products/pathway-pages/nce/nce-189-vsrx-sr-iov-ha-10g-deployment.html
https://www.juniper.net/documentation/us/en/software/vsrx/vsrx-consolidated-deployment-guide/vsrx-kvm/topics/concept/security-vsrx-kvm-understanding.html#understand-vsrx-with-kvm__d9147e72
https://www.juniper.net/documentation/us/en/software/vsrx/vsrx-consolidated-deployment-guide/vsrx-kvm/topics/concept/security-vsrx-kvm-understanding.html#understand-vsrx-with-kvm__d9147e72

KVM Kernel Recommendations for vSRX

Table 5 on page 12 lists the recommended Linux kernel version for your Linux host OS when deploying
vSRX on KVM. The table outlines the Junos OS release in which support for a particular Linux kernel
version was introduced.

Table 5: Kernel Recommendations for KVM

Linux Linux Kernel Version Supported Junos OS Release

Distributi

on

CentOS 3.10.0.229 Junos OS Release 15.1X49-D15 and Junos OS

Release 17.3R1 or later release
Upgrade the Linux kernel to capture the

recommended version.

Ubuntu 3.16

44

RHEL 3.10

Additional Linux Packages for vSRX on KVM

Table 6 on page 12 lists the additional packages you need on your Linux host OS to run vSRX on KVM.
See your host OS documentation for how to install these packages if they are not present on your
server.

Table 6: Additional Linux Packages for KVM

Package Version Download Link

libvirt 0.10.0 libvirt download

virt-manager (Recommended) 0.10.0 virt-manager download


http://libvirt.org/downloads.html
http://virt-manager.org/

Hardware Specifications

Table 7 on page 13 lists the hardware specifications for the host machine that runs the vSRX VM.

Table 7: Hardware Specifications for the Host Machine

Component Specification

Host processor type Intel x86_64 multi-core CPU

NOTE: DPDK requires Intel Virtualization VT-x/VT-d support in the CPU. See About
Intel Virtualization Technology.

Physical NIC support e Virtio
for vSRX and vSRX 3.0

e SR-IOV (Intel X710/XL710, X520/540, 82599)

e SR-IOV (Mellanox ConnectX-3/ConnectX-3 Pro and Mellanox ConnectX-4 EN/
ConnectX-4 Lx EN)

NOTE: If using SR-IOV with either the Mellanox ConnectX-3 or ConnectX-4 Family
Adapters, on the Linux host, if necessary, install the latest MLNX_OFED Linux driver.
See Mellanox OpenFabrics Enterprise Distribution for Linux (MLNX_OFED).

NOTE: You must enable the Intel VT-d extensions to provide hardware support for
directly assigning physical devices per guest. See Configure SR-IOV and PCl on KVM.

Physical NIC support Support SR-IOV on Intel X710/XL710/XXV710 and Intel E810
for vSRX 3.0

Best Practices for Improving vSRX Performance

Review the following practices to improve vSRX performance.

NUMA Nodes

The x86 server architecture consists of multiple sockets and multiple cores within a socket. Each socket
has memory that is used to store packets during I/O transfers from the NIC to the host. To efficiently
read packets from memory, guest applications and associated peripherals (such as the NIC) should reside
within a single socket. A penalty is associated with spanning CPU sockets for memory accesses, which
might result in nondeterministic performance. For vSRX, we recommend that all vCPUs for the vSRX VM
are in the same physical non-uniform memory access (NUMA) node for optimal performance.


http://ark.intel.com/Products/VirtualizationTechnology
http://ark.intel.com/Products/VirtualizationTechnology
http://www.mellanox.com/page/products_dyn?product_family=26

A CAUTION: The Packet Forwarding Engine (PFE) on the vSRX will become unresponsive
if the NUMA nodes topology is configured in the hypervisor to spread the instance’s
vCPUs across multiple host NUMA nodes. vVSRX requires that you ensure that all vCPUs
reside on the same NUMA node.

We recommend that you bind the vSRX instance with a specific NUMA node by setting
NUMA node affinity. NUMA node affinity constrains the vSRX VM resource scheduling
to only the specified NUMA node.

Mapping Virtual Interfaces to a vSRX VM

To determine which virtual interfaces on your Linux host OS map to a vSRX VM:

1. Use the virsh list command on your Linux host OS to list the running VMs.

host0S# virsh list

Id Name State

9 centosl running
15 centos?2 running
16 centos3 running
48 VSrx running
50 1117-2 running
51 1117-3 running

2. Use the virsh domiflist vsrx-name command to list the virtual interfaces on that vSRX VM.

host0S# virsh domiflist vsrx

Interface Type Source Model MAC
vnet1 bridge brem2 virtio 52:54:00:8f:75:a5
vnet2 bridge bri virtio 52:54:00:12:37:62

vnet3 bridge brconnect virtio 52:54:00:b2:cd: f4



NOTE: The first virtual interface maps to the fxpO interface in Junos OS.

Interface Mapping for vSRX on KVM

Each network adapter defined for a vSRX is mapped to a specific interface, depending on whether the
VSRX instance is a standalone VM or one of a cluster pair for high availability. The interface names and
mappings in VSRX are shown in Table 8 on page 15 and Table 9 on page 16.

Note the following:
¢ In standalone mode:
e fxpO0 is the out-of-band management interface.
e ge-0/0/0 is the first traffic (revenue) interface.
¢ In cluster mode:
o fxp0 is the out-of-band management interface.
o emO is the cluster control link for both nodes.

e Any of the traffic interfaces can be specified as the fabric links, such as ge-0/0/0 for fabO on node
0 and ge-7/0/0 for fab1 on node 1.

Table 8 on page 15 shows the interface names and mappings for a standalone vSRX VM.

Table 8: Interface Names for a Standalone vSRX VM

Network Interface Name in Junos OS for vSRX
Adapter

1 fxpO

2 ge-0/0/0

3 ge-0/0/1

4 ge-0/0/2

5 ge-0/0/3



Table 8: Interface Names for a Standalone vSRX VM (Continued)

Network Interface Name in Junos OS for vSRX
Adapter

6 ge-0/0/4

7 ge-0/0/5

8 ge-0/0/6

Table 9 on page 16 shows the interface names and mappings for a pair of vSRX VMs in a cluster (node
0 and node 1).

Table 9: Interface Names for a vSRX Cluster Pair

Network Interface Name in Junos OS for vSRX
Adapter

1 fxpO (node 0 and 1)

2 emO (node 0 and 1)

3 ge-0/0/0 (node 0)

ge-7/0/0 (node 1)

4 ge-0/0/1 (node 0)
ge-7/0/1 (node 1)

5 ge-0/0/2 (node 0)
ge-7/0/2 (node 1)

6 ge-0/0/3 (node 0)
ge-7/0/3 (node 1)

7 ge-0/0/4 (node 0)
ge-7/0/4 (node 1)



Table 9: Interface Names for a vSRX Cluster Pair (Continued)

Network Interface Name in Junos OS for vSRX
Adapter
8 ge-0/0/5 (node 0)

ge-7/0/5 (node 1)

VvSRX Default Settings on KVM

VvSRX requires the following basic configuration settings:

¢ Interfaces must be assigned IP addresses.

e Interfaces must be bound to zones.

e Policies must be configured between zones to permit or deny traffic.

Table 10 on page 17 lists the factory-default settings for security policies on the vSRX.

Table 10: Factory Default Settings for Security Policies

Source Zone Destination Zone Policy Action
trust untrust permit

trust trust permit
untrust trust deny

About Intel Virtualization Technology
DPDK Release Notes


http://ark.intel.com/Products/VirtualizationTechnology
http://dpdk.org/doc/guides-1.8/rel_notes/known_issues.html
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Enable Nested Virtualization

We recommend that you enable nested virtualization on your host OS or OpenStack compute node.
Nested virtualization is enabled by default on Ubuntu but is disabled by default on CentOS.

Use the following command to determine if nested virtualization is enabled on your host OS. The result
should be V.

hostOS# cat /sys/module/kvm_intel/parameters/nested

hostOS# Y



NOTE: APIC virtualization (APICv) does not work well with nested VMs such as those used with
KVM. On Intel CPUs that support APICv (typically v2 models, for example E5 v2 and E7 v2), you
must disable APICv on the host server before deploying vSRX.

To enable nested virtualization on the host OS:

1. Depending on your host operating system, perform the following:

e On CentOS, open the /etc/modprobe.d/dist.conf file in your default editor.

host0S# vi /etc/modprobe.d/dist.conf

e On Ubuntu, open the /etc/modprobe.d/gemu-system-x86.conf file in your default editor.

host0S# vi /etc/modprobe.d/qemu-system-x86.conf

2. Add the following line to the file:

host0S# options kvm-intel nested=y enable_apicv=n

NOTE: A Page Modification Logging (PML) issue related to the KVM host kernel might
prevent the vSRX from successfully booting. We recommend that you add the following line
to the file /nstead of the line listed above in Step 2:

host0S# options kvm-intel nested=y enable_apicv=n pml=n

3. Save the file and reboot the host OS.
4. (Optional) After the reboot, verify that nested virtualization is enabled.

host0S# cat /sys/module/kvm_intel/parameters/nested

hostOS# Y



5. On Intel CPUs that support APICv ( for example, E5 v2 and E7 v2), disable APICv on the host OS.

root@host# sudo rmmod kvm-intel
root@host# sudo sh -c “echo ’options kvm-intel enable_apicv=n’ >> /etc/modprobe.d/dist.conf”
root@host# sudo modprobe kvm-intel

6. Optionally, verify that APICv is now disabled.

root@host# cat /sys/module/kvm_intel/parameters/enable_apicv

Upgrade the Linux Kernel on Ubuntu
To upgrade to the latest stable Linux kernel on Ubuntu:

1. Get and install the available updated kernel.

hostOS:$ sudo apt-get install linux-image-generic-lts-utopic
2. Reboot the host OS.

hostOS:$ reboot

3. Optionally, type uname -a in a terminal on your host OS to verify that the host OS is using the latest
kernel version.

hostOS:$ uname -a

3.16.0-48-generic

Install vSRX with KVM
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You use virt-manager or virt-install to install vSRX VMs. See your host OS documentation for complete
details on these packages.

NOTE: To upgrade an existing vSRX instance, see Migration, Upgrade, and Downgrade in the
VSRX Release Notes.

Install vSRX with virt-manager

Ensure that sure you have already installed KVM, gemu, virt-manager, and libvirt on your host OS. You
must also configure the required virtual networks and storage pool in the host OS for the vSRX VM. See
your host OS documentation for details.

You can install and launch vSRX with the KVVM virt-manager GUI package.
To install vSRX with virt-manager:

Download the vSRX QCOW?2 image from the Juniper software download site.

2. On your host OS, type virt-manager. The Virtual Machine Manager appears. See Figure 2 on page
21.

NOTE: You must have admin rights on the host OS to use virt-manager.

Figure 2: virt-manager
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3.

11.
12.
13.

Click Create a new virtual machine as seen in Figure 3 on page 22. The New VM wizard appears .

Figure 3: Create a New Virtual Machine

Virtual Machine Manager
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Select Import existing disk image, and click Forward.

Browse to the location of the downloaded vSRX QCOW?2 image and select the vSRX image.
Select Linux from the OS type list and select Show all OS options from the Version list.

Select Red Hat Enterprise Linux 7 from the expanded Version list and click Forward.

Set the RAM to 4096 MB and set CPUs to 2. Click Forward.

Set the disk image size to 16 GB and click Forward.

Name the vSRX VM, and select Customize this configuration before install to change parameters
before you create and launch the VM. Click Finish. The Configuration dialog box appears.

Select Processor and expand the Configuration list.

Select Copy Host CPU Configuration.

Set CPU Feature invtsc to disabled on CPUs that support that feature. Set vmx to require for
optimal throughput. You can optionally set aes to require for improved cryptographic throughput

NOTE: If the CPU feature option is not present in your version of virt-manager, you need
start and stop the VM once, and then edit the vSRX VM XML file, typically found in /etc/
libvirt/gemu directory on your host OS. Use virsh edit to edit the VM XML file to configure
<feature policy="require' name='vmx'/> under the <cpu mode> element. Also add <feature
policy='disable' name='invtsc'/> if your host OS supports this CPU flag. Use the virsh
capabilities command on your host OS to list the host OS and CPU virtualization capabilities.

The following example shows the relevant portion of the vSRX XML file on a CentOS host:

<cpu mode="'custom' match='exact'>
<model fallback='allow'>SandyBridge</model>
<vendor>Intel</vendor>
<feature policy='require' name='pbe'/>
<feature policy='require' name='tm2'/>

<feature policy='require' name='est'/>



<feature policy='require' name='vmx'/>
<feature policy='require' name='osxsave'/>
<feature policy='require' name='smx'/>
<feature policy='require' name='ss'/>
<feature policy='require' name='ds'/>
<feature policy='require' name='vme'/>
<feature policy='require' name='dtes64'/>
<feature policy='require' name='monitor'/>
<feature policy='require' name='ht'/>
<feature policy='require' name='dca'/>
<feature policy='require' name='pcid'/>
<feature policy='require' name='tm'/>
<feature policy='require' name='pdcm'/>
<feature policy='require' name='pdpelgb'/>
<feature policy='require' name='ds_cpl'/>
<feature policy='require' name='xtpr'/>
<feature policy='require' name='acpi'/>
<feature policy='disable' name='invtsc'/>
</cpu>

14. Select the disk and expand Advanced Options.
15. Select IDE from the Disk bus list.

16. Select the NIC, and select virtio from the Device model field. This first NIC is the fpx0
(management) interface for vSRX.

17. Click Add Hardware to add more virtual networks, and select virtio from the Device model list.
18. Click Apply, and click x to close the dialog box.
19. Click Begin Installation. The VM manager creates and launches the vSRX VM.

NOTE: The default vSRX VM login ID is root with no password. By default, if a DHCP server is
on the network, it assigns an IP address to the vSRX VM.

Install vSRX with virt-install

Ensure that sure you have already installed KVM, gemu, virt-install, and libvirt on your host OS. You
must also configure the required virtual networks and storage pool in the host OS for the vVSRX VM. See
your host OS documentation for details.



NOTE: You must have root access on the host OS to use the virt-install command.

The virt-install and virsh tools are CLI alternatives to installing and managing vSRX VMs on a Linux host.
To install vSRX with virt-install:

1. Download the vSRX QCOW2 image from the Juniper software download site.

2. On your host OS, use the virt-install command with the mandatory options listed in Table 11 on page
24,

NOTE: See the official virt-install documentation for a complete description of available
options.

Table 11: virt-install Options

Command Option Description
--name name Name the vSRX VM.
--ram megabytes Allocate RAM for the VM, in megabytes.

--cpu cpu-model, cpu-flags = Enable the vmx feature for optimal throughput. You can also enable aes for
improved cryptographic throughput.

NOTE: CPU flag support depends on your host OS and CPU.

Use virsh capabilities to list the virtualization capabilities of your host OS and
CPU.

--vepus number Allocate the number of vCPUs for the vSRX VM.



Table 11: virt-install Options (Continued))

Command Option Description

--disk path Specify disk storage media and size for the VM. Include the following options:
® size=gigabytes
e device=disk
e bus=ide

o format=qcow2

--0s-type os-type Configure the guest OS type and variant.

--os-variant os-type

--import Create and boot the vSRX VM from an existing image.

The following example creates a vSRX VM with 4096 MB RAM, 2 vCPUs, and disk storage up to 16
GB:

hostOS# virt-install --name VSRXVM --ram 4096 --cpu SandyBridge,+vmx,-invtsc --vcpus=2 --
arch=x86_64 --disk path=/mnt/vsrx.qcow2,size=16,device=disk,bus=ide,format=qcow2 --os-type
linux --os-variant rhel7 --import

The following example shows the relevant portion of the vSRX XML file on a CentOS host:

<cpu mode='custom' match='exact'>

<model fallback='allow'>SandyBridge</model>
<vendor>Intel</vendor>

<feature policy='require' name='pbe'/>
<feature policy='require' name='tm2'/>
<feature policy='require' name='est'/>
<feature policy='require' name='vmx'/>
<feature policy='require' name='osxsave'/>
<feature policy='require' name='smx'/>
<feature policy='require' name='ss'/>
<feature policy='require' name='ds'/>

<feature policy='require' name='vme'/>



<feature policy='require' name='dtes64'/>
<feature policy='require' name='monitor'/>
<feature policy='require' name='ht'/>
<feature policy='require' name='dca'/>
<feature policy='require' name='pcid'/>
<feature policy='require' name='tm'/>
<feature policy='require' name='pdcm'/>
<feature policy='require' name='pdpelgb'/>
<feature policy='require' name='ds_cpl'/>
<feature policy='require' name='xtpr'/>
<feature policy='require' name='acpi'/>
<feature policy='disable' name='invtsc'/>
</cpu>

NOTE: The default vSRX VM login ID is root with no password. By default, if a DHCP server is
on the network, it assigns an IP address to the vSRX VM.

Installing a virtual machine using virt-install
Migration, Upgrade, and Downgrade
Linux CPU Flags

Example: Install and Launch vSRX on Ubuntu
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https://virt-manager.org/
https://www.juniper.net/documentation/en_US/vsrx15.1x49-d40/information-products/topic-collections/release-notes/15.1x49/topic-98042.html#jd0e1243
http://unix.stackexchange.com/questions/43539/what-do-the-flags-in-proc-cpuinfo-mean
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This example shows how to install and launch a vSRX instance on an Ubuntu server with KVM.

Requirements

This example uses the following hardware and software components:
e Generic x86 server

e Junos OS Release 15.1X49-D20 for vSRX

e Ubuntu version 14.04.2

Before you begin:

o This example assumes a fresh install of the Ubuntu server software.

e Ensure that your host OS meets the requirements specified in Requirements for vSRX on KVM.

Overview

This example shows how to set up your Ubuntu host server and install and launch a vSRX VM. Figure 4
on page 27 shows the basic structure of a vSRX VM on an Ubuntu server.

Figure 4: vSRX VM on Ubuntu
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NOTE: This example uses static IP addresses. If you are configuring the vSRX instance in an NFV
environment, you should use DHCP.



Quick Configuration - Install and Launch a vSRX VM on Ubuntu
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CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, and copy and paste the
commands into the Ubuntu server terminal or vSRX console as specified.

Procedure

Step-by-Step Procedure

1. If the default virtual network does not already exist, copy the following commands and paste them
into the Ubuntu server terminal to create the default virtual network.

cat <<EOF> /etc/libvirt/qemu/networks/default.xml
<network>

<name>defaul t</name>

<forward mode='nat'/>

<nat>

<port start ='1024' end='65535"' />

</nat>

<bridge name='virbr@' stp='on' delay='e' />

<ip address='192.168.2.1' netmask='255.255.255.0"'>
<dhcp>

<range start='192.168.2.2' end='192.168.2.254' />

</dhcp>

</ip>
</network>

EOF
virsh net-define /etc/libvirt/qemu/networks/default.xml
virsh net-start default



virsh net-autostart default

2. Create the left, or trusted, virtual network on the Ubuntu server.

cat <<EOF> /etc/libvirt/qemu/networks/testleftnetwork.xml
<network>
<name>TestLeft</name>
<forward mode='route'/>
<bridge name='virbr1' stp='on' delay='e0"' />
<ip address='192.168.123.1' netmask='255.255.255.0"'>
<dhcp>
<range start='192.168.123.100' end='192.168.123.250"' />
</dhcp>
</ip>
</network>
EOF
virsh net-define /etc/libvirt/gemu/networks/testleftnetwork.xml
virsh net-start TestLeft
virsh net-autostart TestLeft

3. Create the right, or untrusted, virtual network on the Ubuntu server.

cat <<EOF > /etc/libvirt/qemu/networks/testrightnetwork.xml
<network>
<name>TestRight</name>
<forward mode='nat'/>
<nat>
<port start ='1024' end='65535"' />
</nat>
<bridge name='virbr2' stp='on' delay='0' />
<ip address='192.168.124.1"' netmask='255.255.255.0"'>
<dhcp>
<range start='192.168.124.100' end='192.168.124.250"' />
</dhcp>
</ip>
</network>
EOF
virsh net-define /etc/libvirt/qemu/networks/testrightnetwork.xml
virsh net-start TestRight



virsh net-autostart TestRight

4. Download the vSRX KVM image from the Juniper Networks website at https:/www.juniper.net/
support/downloads/?p=vsrx#sw.

5. Copy the following commands and modify the cpu parameter and flags to match your Ubuntu server
CPU. Paste the resulting commands into the Ubuntu server terminal to copy the image to a mount
point and create the vSRX VM.

cp junos-vsrx-vmdisk-15.1X49-D20.2.qcow2 /mnt/vsrx20one.qcow2

virt-install --name vSRX200ne --ram 4096 --cpu SandyBridge,+vmx,-invtc, --vcpus=2 --
arch=x86_64 --disk path=/mnt/vsrx20one.qcow2,size=16,device=disk,bus=ide,format=qcow2 --os-
type linux --os-variant rhel7 --import --network=network:default,model=virtio --
network=network:TestLeft,model=virtio --network=network:TestRight,model=virtio

NOTE: The CPU model and flags in the virt-install command might vary based on the CPU
and features in the Ubuntu server.

6. To set the root password on the vSRX VM, copy and paste the command into the vSRX CLI at the
[edit] hierarchy level.

set system root-authentication plain-text-password

7. To create a base configuration on the vSRX VM, copy the following commands, paste them into a
text file, remove any line breaks, change any details necessary to match your network configuration,
copy and paste the following commands into the vSRX CLI at the [edit] hierarchy level, and then
enter commit from configuration mode.

set interfaces fxp@ unit @ family inet dhcp-client

set interfaces ge-0/0/0 unit 0 family inet address 192.168.123.254/24

set interfaces ge-0/0/1 unit @ family inet dhcp-client

set security zones security-zone trust interfaces ge-0/0/0.0 host-inbound-traffic system-
services all

set security zones security-zone untrust interfaces ge-0/0/1.0 host-inbound-traffic system-
services dhcp

set routing-instances CUSTOMER-VR instance-type virtual-router

set routing-instances CUSTOMER-VR interface ge-0/0/0.0
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set routing-instances CUSTOMER-VR interface ge-0/0/1.0

set security nat source rule-set source-nat from zone trust

set security nat source rule-set source-nat to zone untrust

set security nat source rule-set source-nat rule natl match source-address 0.0.0.0/0

set security nat source rule-set source-nat rule natl then source-nat interface

IN THIS SECTION
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Use the following sections for a more detailed set of procedures to install and launch a vVSRX VM.



Add Virtual Networks

Step-by-Step Procedure

You need to create virtual networks on the Ubuntu server to provide network connectivity to interfaces
on the vVSRX VM. Copy and paste these command into a terminal on the Ubuntu server.

This example uses three virtual networks:

default— Connects the fxpO management interface.

NOTE: The default virtual network should already exist on the Ubuntu server. Use the virsh
net-list command to verify that the default network is present and active.

o TestlLeft— Connects the ge-0/0/0 interface to the trusted zone.
e TestRight— Connects the ge-0/0/1 interface to the untrusted zone.

1. If the default network does not exist, follow these steps:

Step-by-Step Procedure

a. Open a text editor on the Ubuntu server and create the default network XML (default.xml) file.

emacs /etc/libvirt/qemu/networks/default.xml

b. Set the forward mode to nat, configure an IP address and subnet mask, and a bridge interface, and
configure DHCP to assign IP addresses to interfaces on this virtual network.

NOTE: Use the XML format specified by libvirt.

<network>

<name>defaul t</name>

<forward mode='nat'/>

<nat>

<port start ='1024' end='65535"' />

</nat>
<bridge name='virbr@' stp='on' delay='0' />



<ip address='192.168.2.1' netmask='255.255.255.0"'>
<dhcp>

<range start='192.168.2.2' end='192.168.2.254' />
</dhcp>
</ip>
</network>

c. Define and start the default virtual network, based on the default.xml file you created.

virsh net-define /etc/libvirt/qemu/networks/default.xml
virsh net-start default
virsh net-autostart default

2. Remove any previously configured TestLeft virtual network.

virsh net-destroy TestLeft
virsh net-undefine TestLeft

3. Remove any previously configured TestRight virtual network.

virsh net-destroy TestRight
virsh net-undefine TestRight

4. Open a text editor on the Ubuntu server and create the TestLeft network XML (testleftnetwork.xml)
file.

emacs /etc/libvirt/gemu/networks/testleftnetwork.xml

5. Set the forward mode to route, configure an IP address and subnet mask, and a bridge interface, and
configure DHCP to assign IP addresses to interfaces on this virtual network.



NOTE: Use the XML format specified by libvirt.

<network>
<name>TestLeft</name>
<forward mode='route'/>
<bridge name='virbr1' stp='on' delay='e0' />
<ip address='192.168.123.1"' netmask='255.255.255.0"'>
<dhcp>
<range start='192.168.123.100' end='192.168.123.250"' />
</dhcp>
</ip>
</network>

6. Open a text editor on the Ubuntu server and create the TestRight network XML
(testrightnetwork.xml) file.

emacs /etc/libvirt/qemu/networks/testrightnetwork.xml

7. Set the forward mode to nat, configure an IP address and subnet mask, and a bridge interface, and
configure DHCP to assign IP addresses to interfaces on this virtual network.

NOTE: Use the XML format specified by libvirt.

<network>
<name>TestRight</name>
<forward mode='nat'/>
<nat>
<port start ='1024' end='65535"' />
</nat>
<bridge name='virbr2' stp='on' delay='0' />
<ip address='192.168.124.1"' netmask='255.255.255.0"'>
<dhcp>
<range start='192.168.124.100' end='192.168.124.250"' />
</dhcp>
</ip>
</network>



8. Define and start the TestLeft virtual network, based on the testleftnetwork.xml file you created.

virsh net-define /etc/libvirt/gemu/networks/testleftnetwork.xml
virsh net-start TestLeft
virsh net-autostart TestLeft

9. Define and start the TestRight virtual network, based on the testrightnetwork.xml file you created.

virsh net-define /etc/libvirt/gemu/networks/testrightnetwork.xml
virsh net-start TestRight
virsh net-autostart TestRight

Verify the Virtual Networks

Purpose

Verify the new virtual network configuration on the Ubuntu server.

Action

Use the virsh net-l1ist command on the Ubuntu server to verify that the new virtual interfaces are active
and are set to autostart on reboot.

virsh net-list

Name State Autostart Persistent
default active yes yes
TestLeft active yes yes

TestRight active yes yes



Download and Installing the vSRX Image

Step-by-Step Procedure

To download and install the vSRX image on the Ubuntu server:

1. Download the vSRX KVM image from the Juniper Networks website: https:/www.juniper.net/
support/downloads/?p=vsrx#sw

2. Copy the vSRX image to an appropriate mount point.

host0S# cp junos-vsrx-vmdisk-15.1X49-D20.2.qcow2 /mnt/vsrx20one.qcow2

3. Use the virt-install command to create a vSRX VM. Modify the cpu parameter and flags to match
your Ubuntu server CPU.

host0S# virt-install --name vSRX200ne --ram 4096 --cpu SandyBridge,+vmx,-invtc, --vcpus=2 --
arch=x86_64 --disk path=/mnt/vsrx20one.qcow2,size=16,device=disk,bus=ide,format=qcow2 --os-
type linux --os-variant rhel7 --import --network=network:default,model=virtio --

network=network:TestLeft,model=virtio --network=network:TestRight,model=virtio

NOTE: The CPU model and flags in the virt-install command might vary based on the CPU
and features in the Ubuntu server.

Verify the vSRX Installation

Purpose

Verify the vSRX Installation.


https://www.juniper.net/support/downloads/?p=vsrx#sw
https://www.juniper.net/support/downloads/?p=vsrx#sw

Action

1. Use the virsh console command on the Ubuntu server to access the vSRX console and watch the
progress of the installation. The installation can take several minutes to complete.

host0S# virsh console vSRx200ne

Starting install...

ERROR internal error: process exited while connecting to monitor: libust[11994/11994]:
Warning: HOME environment variable not set. Disabling LTTng-UST per-user tracing. (in
setup_local_apps() at 1ttng-ust-comm.c:305)

1libust[11994/11995]: Error: Error opening shm /lttng-ust-wait-5 (in get_wait_shm() at lttng-
ust-comm.c:886)

1libust[11994/11995]: Error: Error opening shm /lttng-ust-wait-5 (in get_wait_shm() at lttng-

ust-comm.c:886)

Booting “Juniper Linux'

Loading Linux ...

Consoles: serial port

BIOS drive C: is disk@

BIOS drive D: is diskl

BIOS drive E: is disk2

BIOS drive F: is disk3

BIOS 639kB/999416kB available memory

FreeBSD/1386 bootstrap loader, Revision 1.2

(builder@example.com, Thu Jul 30 23:20:10 UTC 2015)

Loading /boot/defaults/loader.conf

/kernel text=0xa3a2c0 data=0x6219c+0x11f8e0 syms=[0x4+0xb2edd+0x4+0x1061bb]
/boot/modules/1libmbpool.ko text=0xce8 data=0x114

/boot/modules/if_em_vsrx.ko text=0x184c4 data=0x7fc+0x20

/boot/modules/virtio.ko text=0x2168 data=0x208 syms=[0x4+0x7e0+0x4+0x972 ]
/boot/modules/virtio_pci.ko text=0x2de8 data=0x200+0x8 syms=[0x4+0x8f0+0x4+0xb22]
/boot/modules/virtio_blk.ko text=0x299c data=0x1dc+@xc syms=[0x4+0x960+0x4+0xa0f ]
/boot/modules/if_vtnet.ko text=0x5ff@ data=0x360+0x10 syms=[0x4+0xdf0+0x4+0xf19]
/boot/modules/pci_hgcomm.ko text=0x12fc data=0x1a4+0x44 syms=[0x4+0x560+0x4+0x61d]
/boot/modules/chassis.ko text=0x9bc data=0x1d0+0x10 syms=[0x4+0x390+0x4+0x399]

Hit [Enter] to boot immediately, or space bar for command prompt.



Booting [/kernel]...

platform_early_bootinit: Early Boot Initialization

GDB: debug ports: sio

GDB: current port: sio

KDB: debugger backends: ddb gdb

KDB: current backend: ddb

Copyright (c) 1996-2015, Juniper Networks, Inc.

All rights reserved.

Copyright (c) 1992-2007 The FreeBSD Project.

Copyright (c) 1979, 1980, 1983, 1986, 1988, 1989, 1991, 1992, 1993, 1994
The Regents of the University of California. All rights reserved.

FreeBSD is a registered trademark of The FreeBSD Foundation.

JUNOS 15.1X49-D15.4 #0: 2015-07-31 02:20:21 UTC

<output omitted>

The machine id is empty.

Cleaning up ...

Thu Aug 27 12:06:22 UTC 2015

Aug 27 12:06:22 init: exec_command: /usr/sbin/dhcpd (PID 1422) started
Aug 27 12:06:22 init: dhcp (PID 1422) started

Aug 27 12:06:23 init: exec_command: /usr/sbin/pppd (PID 1428) started

Amnesiac (ttydo)

login:



2. On the vSRX console, log in and verify the vSRX version installed.

login: root

--- JUNOS 15.1X49-D15.4 built 2015-07-31 02:20:21 UTC

root@%

root@% cli

root>

root> show version

Model: vSRX
Junos: 15.1X49-D15.4
JUNOS Software Release [15.1X49-D15.4]

Create a Base Configuration on the vSRX Instance

Step-by-Step Procedure

To configure a base setup on the vSRX instance, enter the following steps in edit mode:

1. Create a root password.

[edit]
set system root-authentication plain-text-password



. Set the IP address family for the management interface, and enable the DHCP client for this
interface.

set interfaces fxp@ unit @ family inet dhcp-client

. Set the IP address for the ge-0/0/0.0 interface.

set interfaces ge-0/0/0 unit 0 family inet address 192.168.123.254/24

. Set the IP address family for the ge-0/0/1.0 interface, and enable the DHCP client for this interface.

set interfaces ge-0/0/1 unit 0 family inet dhcp-client

. Add the ge-0/0/0.0 interface to the trust security zone and allow all system services from inbound
traffic on that interface.

set security zones security-zone trust interfaces ge-0/0/0.0 host-inbound-traffic system-
services all

. Add the ge-0/0/1.0 interface to the untrust security zone and allow only DHCP system services from
inbound traffic on that interface.

set security zones security-zone untrust interfaces ge-0/0/1.0 host-inbound-traffic system-
services dhcp

. Create a virtual router routing instance and add the two interfaces to that routing instance.

set routing-instances CUSTOMER-VR instance-type virtual-router
set routing-instances CUSTOMER-VR interface ge-0/0/0.0
set routing-instances CUSTOMER-VR interface ge-0/0/1.0

8. Create a source NAT rule set.

set security nat source rule-set source-nat from zone trust

set security nat source rule-set source-nat to zone untrust



9. Configure a rule that matches packets and translates the source address to the address of the egress
interface.

set security nat source rule-set source-nat rule natl match source-address 0.0.0.0/0
set security nat source rule-set source-nat rule nat1 then source-nat interface

Results

From configuration mode, confirm your configuration by entering the show interfaces command. If the
output does not display the intended configuration, repeat the instructions in this example to correct
the configuration.

show interfaces

From configuration mode, confirm your security policies by entering the show security policies command.
If the output does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

show security policies

from-zone trust to-zone trust {
policy default-permit {
match {
source-address any;
destination-address any;

application any;

}

then {
permit;

}

}
from-zone trust to-zone untrust {
policy default-permit {
match {
source-address any;
destination-address any;

application any;



then {

permit;

}
from-zone untrust to-zone trust {
policy default-deny {
match {
source-address any;
destination-address any;

application any;

}

then {
deny;

}

If you are done configuring the device, enter conmit from configuration mode.

NOTE: As a final step, exit configuration mode and use the request system reboot command to
reboot the vSRX VM. You can use the virsh console command on the Ubuntu server to reconnect
to the vSRX after reboot.

Verify the Basic Configuration on the vSRX Instance

Purpose

Verify the basic configuration on the vSRX instance.



Action

Verify that the ge-0/0/0.0 interface has an assigned IP address from the TestLeft network DHCP
address range, and that the ge-0/0/1.0 has an assigned IP address from the TestRight network DHCP

address range.

root> show interfaces terse

Interface
ge-0/0/0
ge-0/0/0.0
gr-0/0/0
ip-0/0/0
1sqg-0/0/0
1t-0/0/0
mt-0/0/0
sp-0/0/0
Sp-0/0/90.0

Sp-0/0/0.16383
ge-0/0/1
ge-0/0/1.0
dsc

emd

emd. 0

eml
eml.32768
em2

fxpo
fxp0.0
ipip

irb

100
100.16384
100.16385

100.32768

1si

Admin Link Proto Local Remote

up up

up up inet 192.168.123.254/24

up up

up up

up up

up up

up up

up up

up up inet

inet6

up up inet

up up

up  up inet 192.168.124.238/24

up up

up up

up up inet 128.0.0.1/2

up up

up up inet 192.168.1.2/24

up up

up up

up up inet 192.168.2.1/24

up up

up up

up up

up up inet 127.0.0.1 --> 0/0

up up inet 10.0.0.1 --> 0/0
10.0.0.16 -->0/0
128.0.0.1 --> 0/0
128.0.0.4 -->0/0
128.0.1.16 --> 0/0

up up

up up



mtun up up

pimd up up
pime up up
pp@ up up
ppd@ up up
pped up up
sto up up
tap up up
vlan up down

libvirt Network XML Format

libvirt Command Reference

Load an Initial Configuration on a vSRX with KVM
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Starting in Junos OS Release 15.1X49-D40 and Junos OS Release 17.3R1, you can use a mounted ISO
image to pass the initial startup Junos OS configuration to a vVSRX VM. This ISO image contains a file in
the root directory called juniper.conf. This file uses the standard Junos OS command syntax to define
configuration details, such as root password, management IP address, default gateway, and other
configuration statements.

The process to bootstrap a vVSRX VM with an ISO configuration image is as follows:
1. Create the juniper.conf configuration file with your Junos OS configuration.
2. Create an ISO image that includes the juniper.conf file.

3. Mount the ISO image to the vSRX VM.


http://libvirt.org/formatnetwork.html
http://libvirt.org/sources/virshcmdref/html/

4. Boot or reboot the vSRX VM. vSRX will boot using the juniper.conf file included in the mounted ISO
image.

5. Unmount the ISO image from the vSRX VM.

NOTE: If you do not unmount the ISO image after the initial boot or reboot, all subsequent
configuration changes to the vSRX are overwritten by the ISO image on the next reboot.

Create a vSRX Bootstrap ISO Image
This task uses a Linux system to create the ISO image.
To create a vSRX bootstrap ISO image:

1. Create a configuration file in plaintext with the Junos OS command syntax and save in a file called
juniper.conf.

2. Create a new directory.

host0S$ mkdir iso_dir

3. Copy juniper.conf to the new ISO directory.

host0S$ cp juniper.conf iso_dir

NOTE: The juniper.conf file must contain the full vSRX configuration. The ISO bootstrap
process overwrites any existing vSRX configuration.

4. Use the Linux mkisofs command to create the ISO image.

host0S$ mkisofs -1 -o test.iso iso_dir

I: -input-charset not specified, using utf-8 (detected in locale settings)
Total translation table size: 0



Total rockridge attributes bytes: @
Total directory bytes: @

Path table size(bytes): 10

Max brk space used 0

175 extents written (0 MB)

NOTE: The -1 option allows for a long filename.

Provision vSRX with an ISO Bootstrap Image on KVM
To provision a vSRX VM from an ISO bootstrap image:

1. Use the virsh edit command on the KVM host server where the vSRX VM resides to add the
bootstrap ISO image as a disk device.

<disk type='file' device='cdrom'>
<driver name='gemu' type='raw'/>
<source file='/home/test.iso'/>
<target dev='hdc' bus='ide'/>
<readonly/>
<address type='drive' controller='0"' bus='1" target='0"' unit='0"'/>
</disk>

2. Boot or reboot the vSRX VM.

user@host# virsh start ixvSRX

Connected to domain ixvSRX

3. Optionally, use the virsh domblklist Linux command to verify that the bootstrap ISO image is part of
the VM.

host0S# virsh domblklist ixvSRX

Target Source



hda /home/test/vsrx209.qcow2
hdc /home/test/test.iso

4. Verify the configuration, then power down the vSRX VM to remove the ISO image.
5. Use the virsh edit command on the KVM host server to remove the ISO image xml statements added
in step 1, and then reboot the vSRX VM.
Release History Table

Release Description

15.1X49-D80 @ Starting in Junos OS Release 15.1X49-D40 and Junos OS Release 17.3R1, you can use a mounted
ISO image to pass the initial startup Junos OS configuration to a vSRX VM. This ISO image
contains a file in the root directory called juniper.conf. This file uses the standard Junos OS
command syntax to define configuration details, such as root password, management IP address,
default gateway, and other configuration statements.

‘ Linux mkisofs command

Use Cloud-Init in an OpenStack Environment to Automate the
Initialization of vSRX Instances
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Starting in Junos OS Release 15.1X49-D100 and Junos OS Release 17.4R1, the cloud-init package
(version 0.7x) comes pre-installed in the vSRX image to help simplify configuring new vSRX instances
operating in an OpenStack environment according to a specified user-data file. Cloud-init is performed
during the first-time boot of a vVSRX instance.

Cloud-init is an OpenStack software package for automating the initialization of a cloud instance at
boot-up. It is available in Ubuntu and most major Linux and FreeBSD operating systems. Cloud-init is
designed to support multiple different cloud providers so that the same virtual machine (VM) image can
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be directly used in multiple hypervisors and cloud instances without any modification. Cloud-init
support in a VM instance runs at boot time (first-time boot) and initializes the VM instance according to
the specified user-data file.

A user-data file is a special key in the metadata service that contains a file that cloud-aware applications
in the VM instance can access upon a first-time boot. In this case, it is the validated Junos OS
configuration file that you intend to upload to a vSRX instance as the active configuration. This file uses
the standard Junos OS command syntax to define configuration details, such as root password,
management IP address, default gateway, and other configuration statements.

When you create a vSRX instance, you can use cloud-init with a validated Junos OS configuration file
(juniper.conf) to automate the initialization of new vSRX instances. The user-data file uses the standard
Junos OS syntax to define all the configuration details for your vSRX instance. The default Junos OS
configuration is replaced during the vSRX instance launch with a validated Junos OS configuration that
you supply in the form of a user-data file.

NOTE: If using a release earlier than Junos OS Release 15.1X49-D130 and Junos OS Release
18.4R1, the user-data configuration file cannot exceed 16 KB. If your user-data file exceeds this
limit, you must compress the file using gzip and use the compressed file. For example, the gzip
junos.conf command results in the junos.conf.gz file.

Starting in Junos OS Release 15.1X49-D130 and Junos OS Release 18.4R1, if using a
configuration drive data source in an OpenStack environment, the user-data configuration file
size can be up to 64 MB.

The configuration must be validated and include details for the fxpO interface, login, and authentication.
It must also have a default route for traffic on fxpO. If any of this information is missing or incorrect, the
instance is inaccessible and you must launch a new one.

WARNING: Ensure that the user-data configuration file is not configured to perform

A autoinstallation on interfaces using Dynamic Host Configuration Protocol (DHCP) to
assign an IP address to the vSRX. Autoinstallation with DHCP will result in a "commit
fail" for the user-data configuration file.

Starting in Junos OS Release 15.1X49-D130 and Junos OS Release 18.4R1, the cloud-init functionality
in vSRX has been extended to support the use of a configuration drive data source in an OpenStack
environment. The configuration drive uses the user-data attribute to pass a validated Junos OS
configuration file to the vSRX instance. The user-data can be plain text or MIME file type text/plain. The
configuration drive is typically used in conjunction with the Compute service, and is present to the
instance as a disk partition labeled config-2. The configuration drive has a maximum size of 64 MB, and
must be formatted with either the vfat or ISO 9660 filesystem.



The configuration drive data source also provides the flexibility to add more than one file that can be
used for configuration. A typical use case would be to add a DayO configuration file and a license file. In
this case, there are two methods that can be employed to use a configuration drive data source with a
vSRX instance:

e User-data (Junos OS Configuration File) alone—This approach uses the user-data attribute to pass the
Junos OS configuration file to each vSRX instance. The user-data can be plain text or MIME file type
text/plain.

e Junos OS configuration file and license file—This approach uses the configuration drive data source
to send the Junos OS configuration and license file(s) to each vSRX instance.

NOTE: If a license file is to be configured in VSRX, it is recommended to use the -file option
rather than the user-data option to provide the flexibility to configure files larger than the 16
KB limit of user-data.

To use a configuration drive data source to send Junos OS configuration and license file(s) to a vSRX
instance, the files needs to be sent in a specific folder structure. In this application, the folder structure
of the configuration drive data source in vSRX is as follows:

- OpenStack
- latest
- junos-config
- configuration.txt
- junos-license
- License_file_name.lic

- License_file_name.lic

//0penStack//latest/junos-config/configuration.txt
//0penStack//latest/junos-1license/license.lic
Before you begin:

e Create a configuration file with the Junos OS command syntax and save it. The configuration file can
be plain text or MIME file type text/plain. The string #junos-config must be the first line of the user-
data configuration file before the Junos OS configuration.

NOTE: The #junos-config string is mandatory in the user-data configuration file; if it is not
included, the configuration will not be applied to the vSRX instance as the active
configuration.



e Determine the name for the vSRX instance you want to initialize with a validated Junos OS

configuration file.

e Determine the flavor for your vSRX instance, which defines the compute, memory, and storage
capacity of the vSRX instance.

e Starting in Junos OS Release 15.1X49-D130 and Junos OS Release 18.4R1, if using a configuration
drive, ensure the following criteria is met to enable cloud-init support for a configuration drive in
OpenStack:

e The configuration drive must be formatted with either the vfat or is09660 filesystem.

NOTE: The default format of a configuration drive is an ISO 9660 file system. To explicitly
specify the ISO 9660/vfat format, add the config_drive_format=is09660/vfat line to the

nova.conf file.

e The configuration drive must have a filesystem label of config-2.
e The folder size must be no greater than 64 MB.

Depending on your OpenStack environment, you can use either an OpenStack command-line interface
(such as nova boot or openstack server create) or the OpenStack Dashboard (“Horizon”) to launch and

initialize a vSRX instance.

Perform Automatic Setup of a vSRX Instance Using an OpenStack Command-Line
Interface

You can launch and manage a vSRX instance using either the nova boot or openstack server create
commands, which includes the use of a validated Junos OS configuration user-data file from your local
directory to initialize the active configuration of the target vSRX instance.

To initiate the automatic setup of a vSRX instance from an OpenStack command-line client:

1. If you have not done so already, create a configuration file with the Junos OS command syntax and
save the file. The configuration file can be plain text or MIME file type text/plain.
The user-data configuration file must contain the full vSRX configuration that is to be used as the
active configuration on each vSRX instance, and the string #junos-config must be the first line of the
user-data configuration file before the Junos OS configuration.

NOTE: The #junos-config string is mandatory in the user-data configuration file; if it is not
included, the configuration will not be applied to the vSRX instance as the active

configuration.



2. Copy the Junos OS configuration file to an accessible location from where it can be retrieved to
launch the vSRX instance.

3. Depending on your OpenStack environment, use the nova boot or openstack server create command to
launch the vSRX instance with a validated Junos OS configuration file as the specified user-data.

NOTE: You can also use the nova boot equivalent in an Orchestration service such as HEAT.

For example:
e nova boot -user-data </path/to/vsrx_configuration.txt> --image vSRX_image --flavor vSRX_flavor_instance

e openstack server create -user-data </path/to/vsrx_configuration.txt> --image vSRX_image --flavor
vSRX_flavor_instance

Where:

-user-data </path/to/vsrx_configuration.txt> specifies the location of the Junos OS configuration file.
The user-data configuration file size is limited to approximately 16,384 bytes.

--image vSRX_image identifies the name of a unique vSRX image.
--flavor vSRX_flavor_instance identifies the vSRX flavor (ID or name).

Starting in Junos OS Release 15.1X49-D130 and Junos OS Release 18.4R1, to enable the use of a
configuration drive for a specific request in the OpenStack compute environment, include the -config-
drive true parameter in the nova boot or openstack server create command.

NOTE: It is possible to enable the configuration drive automatically on all instances by
configuring the OpenStack Compute service to always create a configuration drive. To do this,
specify the force_config_drive=True option in the nova.conf file.

For example, to use the user-data attribute to pass the Junos OS configuration to each vSRX
instance:

nova boot -config-drive true -flavor vSRX_flavor_instance -image vSRX_image -user-data </path/to/
vsrx_configuration. txt>

Where:

-user-data </path/to/vsrx_configuration.txt> specifies the location of the Junos OS configuration file. The
user-data configuration file size is limited to approximately 64 MB.

-image vSRX_image identifies the name of a unique vSRX image.



-flavor vSRX_flavor_instance identifies the vSRX flavor (ID or name).

For example, to specify the configuration drive with multiple files (Junos OS configuration file and
license file):

nova boot -config-drive true -flavor vSRX_flavor_instance -image vSRX_image [-file /junos-config/

configuration. txt=/path/to/file] [-file /junos-license/license.lic=path/to/license]
Where:

[-file /junos-config/configuration.txt=/path/to/file] specifies the location of the Junos OS configuration
file.

[-file /junos-license/license.lic=path/to/license] specifies the location of the Junos OS configuration
file.

-image vSRX_image identifies the name of a unique vSRX image.

-flavor vSRX_flavor_instance identifies the vSRX flavor (ID or name).

4. Boot or reboot the vSRX instance. During the initial boot-up sequence, the vSRX instance processes
the cloud-init request.

NOTE: The boot time for the vSRX instance might increase with the use of the cloud-init
package. This additional time in the initial boot sequence is due to the operations performed
by the cloud-init package. During this operation, the cloud-init package halts the boot
sequence and performs a lookup for the configuration data in each data source identified in
the cloud.cfg. The time required to look up and populate the cloud data is directly
proportional to the number of data sources defined. In the absence of a data source, the
lookup process continues until it reaches a predefined timeout of 30 seconds for each data
source.

5. When the initial boot-up sequence resumes, the user-data file replaces the original factory-default
Junos OS configuration loaded on the vSRX instance. If the commit succeeds, the factory-default
configuration will be permanently replaced. If the configuration is not supported or cannot be applied
to the vSRX instance, the vSRX will boot using the default Junos OS configuration.

SEE ALSO

Cloud-Init Documentation
OpenStack command-line clients

Compute service (nova) command-line client

Openstack Server Create


https://cloudinit.readthedocs.io/en/latest/index.html
https://docs.openstack.org/user-guide/cli.html
https://docs.openstack.org/cli-reference/nova.html
https://docs.openstack.org/developer/python-openstackclient/command-objects/server.html#server-create

Enabling the configuration drive (configdrive)

Instances

Perform Automatic Setup of a vSRX Instance from the OpenStack Dashboard
(Horizon)

Horizon is the canonical implementation of the OpenStack Dashboard. It provides a Web-based user
interface to OpenStack services including Nova, Swift, Keystone, and so on. You can launch and manage
a VSRX instance from the OpenStack Dashboard, which includes the use of a validated Junos OS
configuration user-data file from your local directory to initialize the active configuration of the target
vSRX instance.

To initiate the automatic setup of a vSRX instance from the OpenStack Dashboard:

1. If you have not done so already, create a configuration file with the Junos OS command syntax and
save the file. The configuration file can be plain text or MIME file type text/plain.

The user-data configuration file must contain the full vSRX configuration that is to be used as the
active configuration on each vSRX instance, and the string #junos-config must be the first line of the
user-data configuration file before the Junos OS configuration.

NOTE: The #junos-config string is mandatory in the user-data configuration file; if it is not
included, the configuration will not be applied to the vSRX instance as the active
configuration.

2. Copy the Junos OS configuration file to an accessible location from where it can be retrieved to
launch the vSRX instance.

3. Login to the OpenStack Dashboard using your login credentials and then select the appropriate
project from the drop-down menu at the top left.

4. On the Project tab, click the Compute tab and select Instances. The dashboard shows the various
instances with its image name, its private and floating IP addresses, size, status, availability zone,
task, power state, and so on.

5. Click Launch Instance. The Launch Instance dialog box appears.


https://docs.openstack.org/project-install-guide/baremetal/draft/configdrive.html
https://docs.openstack.org/heat/pike/template_guide/basic_resources.html

From the Details tab (see Figure 5 on page 54), enter an instance name for the vSRX VM along
with the associated availability zone (for example, Nova) and then click Next. We recommend that
you keep this name the same as the hostname assigned to the vSRX VM.

Figure 5: Launch Instance Details Tab
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From the Source tab (see Figure 6 on page 55), select a vSRX VM image source file from the
Available list and then click +(Plus). The selected vSRX image appears under Allocated. Click Next.

Figure 6: Launch Instance Source Tab
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From the Flavor tab (see Figure 7 on page 56), select a vSRX instance with a specific compute,

memory, and storage capacity from the Available list and then click +(plus sign). The selected vSRX

flavor appears under Allocated. Click Next.

Figure 7: Launch Instance Flavor Tab
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9. From the Networks tab (see Figure 8 on page 57), select the specific network of the vSRX instance
from the Available list and then click +(plus sign). The selected network appears under Allocated.

Click Next.



NOTE: Do not update any parameters in the Network Ports, Security Groups, or Key Pair
tabs in the Launch Instance dialog box.

Figure 8: Launch Instance Networks Tab

Launch Instance

Details

Source

Flavor
Networks
Network Ports
Security Groups
Key Pair
Configuration

Metadata

X Cancel

(2]
Networks provide the communication channels for instances in the cloud.
+ Allocated Select networks from those listed below.
Admin
Network Subnets Associated Shared State Status
N MgmtVN  b9803761-3b3b-4853-b9a0 .
1 2, -6f1cef808102 ol e
+ Available Select at least one network
Q | Click here for filters.
Network « Subnets Associated Shared ot Status
State
a6fd1f2a-4bcd-4485-a1da-4 .
> LeftVN 91162d4abdc No Up Active +
cb5625bd-880f-4c2d-a50a-2
i -
> MgmtVN2 776d48d660f No Up Active
7466febf-a26a-47a3-8d0c-e :
> OtherOVN 190666123 No Up Active +
% RightVN 516ded2c-b58f-4cfb-abab-12 No Up Active +

e584de6b8b

<Back Next > & Launch Instance

57



10. From the Configuration tab (see Figure 9 on page 58), click Browse and navigate to the location of

the validated Junos OS configuration file from your local directory that you want to use as the user-

data file. Click Next.

Figure 9: Launch Instance Configuration Tab
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11. Confirm that the loaded Junos OS configuration contains the #junos-config string in the first line of
the user-data configuration file (see Figure 10 on page 59) and then click Next.
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NOTE: Do not update any parameters in the Metadata tab of the Launch Instance dialog

box.

Figure 10: Launch Instance Configuration Tab with Loaded Junos OS Configuration
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groups {
amoluser {
system {
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12. Click Launch Instance. During the initial boot-up sequence, the vSRX instance processes the cloud-

init request.

NOTE: The boot time for the vSRX instance might increase with the use of the cloud-init
package. This additional time in the initial boot sequence is due to the operations performed
by the cloud-init package. During this operation, the cloud-init package halts the boot
sequence and performs a lookup for the configuration data in each data source identified in
the cloud.cfg. The time required to look up and populate the cloud data is directly
proportional to the number of data sources defined. In the absence of a data source, the
lookup process continues until it reaches a predefined timeout of 30 seconds for each data

source.
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13. When the initial boot-up sequence resumes, the user-data file replaces the original factory-default
Junos OS configuration loaded on the vSRX instance. If the commit succeeds, the factory-default
configuration will be permanently replaced. If the configuration is not supported or cannot be
applied to the vSRX instance, the vSRX will boot using the default Junos OS configuration.

SEE ALSO

Cloud-Init Documentation
OpenStack Dashboard
Launch and Manage Instances

Horizon: The OpenStack Dashboard Project

Release History Table

Release

15.1X49-
D130

15.1X49-
D100

Description

Starting in Junos OS Release 15.1X49-D130 and Junos OS Release 18.4R1, the cloud-init
functionality in vSRX has been extended to support the use of a configuration drive data source in
an OpenStack environment. The configuration drive uses the user-data attribute to pass a
validated Junos OS configuration file to the vSRX instance.

Starting in Junos OS Release 15.1X49-D100 and Junos OS Release 17.4R1, the cloud-init package
(version 0.7x) comes pre-installed in the vSRX image to help simplify configuring new vSRX
instances operating in an OpenStack environment according to a specified user-data file. Cloud-
init is performed during the first-time boot of a vSRX instance.


https://cloudinit.readthedocs.io/en/latest/index.html
https://docs.openstack.org/user-guide/dashboard.html
https://docs.openstack.org/user-guide/dashboard-launch-instances.html
https://docs.openstack.org/developer/horizon/
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vSRX VM Management with KVM
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Configure vSRX Using the CLI

To configure the vSRX instance using the CLI:

Verify that the vSRX is powered on.
Log in as the root user. There is no password.
Start the CLI.

root#cli
root@>

4. Enter configuration mode.
configure

[edit]
root@#



5. Set the root authentication password by entering a c/eartext password, an encrypted password, or
an SSH public key string (DSA or RSA).

[edit]
root@# set system root-authentication plain-text-password
New password: password

Retype new password: password
6. Configure the hostname.
[edit]
root@# set system host-name /ost-name
7. Configure the management interface.
[edit]
root@# set interfaces fxp@ unit @ family inet dhcp-client
8. Configure the traffic interfaces.
[edit]
root@# set interfaces ge-0/0/0 unit @ family inet dhcp-client
9. Configure basic security zones and bind them to traffic interfaces.
[edit]
root@# set security zones security-zone trust interfaces ge-0/0/0.0
10. Verify the configuration.
[edit]

root@# commit check

configuration check succeeds



11. Commit the configuration to activate it on the vSRX instance.

[edit]
root@# commit
commit complete

12. Optionally, use the show command to display the configuration to verify that it is correct.

NOTE: Certain Junos OS software features require a license to activate the feature. To enable a
licensed feature, you need to purchase, install, manage, and verify a license key that corresponds
to each licensed feature. To conform to software feature licensing requirements, you must
purchase one license per feature per instance. The presence of the appropriate software
unlocking key on your virtual instance allows you to configure and use the licensed feature.

See Managing Licenses for vSRX for details.

\ CLI User Guide

Connect to the vSRX Management Console on KVM

Ensure that you have the virt-manager package or virsh installed on your host OS.
To connect to the vSRX management console using virt-manager:

1. Launch virt-manager.

2. Highlight the vSRX VM you want to connect to from the list of VMs displayed.
3. Click Open.

4. Select View>Text Consoles>Serial 1. The vSRX console appears.

To connect to the vSRX VM with virsh:


https://www.juniper.net/documentation/en_US/release-independent/licensing/topics/topic-map/vsrx-licensing.html
https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/junos-cli/junos-cli.html

1. Use the virsh console command on the Linux host OS.

user@host# virsh console vSRX-kvm-2

Connected to domain vSRX-kvm-2

2. The vSRX console appears.

‘ virt-tools

Add a Virtual Network to a vSRX VM with KVM

You can extend an existing vSRX VM to use additional virtual networks.

To create a virtual network with virt-manager:

=y

. Launch virt-manager and select Edit>Connection Details. The Connection details dialog box appears.

N

. Select Virtual Networks. The list of existing virtual networks appears.

w

. Click + to create a new virtual network for the control link. The Create a new virtual network wizard
appears.

4. Set the subnet for this virtual network and click Forward.
5. Optionally, select Enable DHCP and click Forward.

6. Select the network type from the list and click Forward.
7

. Verify the settings and click Finish to create the virtual network.
To create a virtual network with virsh:

1. Use the virsh net-define command on the Aost OS to create an XML file that defines the new virtual
network. Include the XML fields described in Table 12 on page 65 to define this network.

NOTE: See the official virsh documentation for a complete description of available options,
including how to configure IPv6 networks.


http://virt-tools.org/learning/index.html

Table 12: virsh net-define XML Fields

Field Description

<network>...</network> Use this XML wrapper element to define a virtual network.

<name>net-name</name> Specify the virtual network name.

<bridge name="bridge-name’ /> Specify the name of the host bridge used for this virtual
network.

<forward mode="forward-option” /> Specify routed or nat. Do not use the <forward> element for

isolated mode.

<ip address="/p-address’ netmask="net- Specify the IP address and subnet mask used by this virtual
maskK' network, along with the DHCP address range.

<dhcp range start="start’ end="end" </
dhcp> </ip>

The following example shows a sample XML file that defines a new virtual network.

<network>

<name>mgmt</name>

<bridge name="vbri1” />

<forward mode="nat” />

<ip address="10.10.10.1” netmask="255.255.255.0” >
<dhcp>

<range start="10.10.10.2” end="10.10.10.99” />
</dhcp>

</ip>

</network>

2. Use the virsh net-start command in the host OS to start the new virtual network.

hostOS# virsh net-start mgmt

3. Use the virsh net-autostart command in the host OS to automatically start the new virtual network
when the host OS boots.

hostOS# virsh net-autostart mgmt



4. Optionally, use the virsh net-list -all command in the host OS to verify the new virtual network.

HostOS# # virsh net-list --all

Name State Autostart Persistent
mgmt active yes yes
default active yes yes

‘ virt tools

Add a Virtio Virtual Interface to a vSRX VM with KVM

You can add additional virtio virtual interfaces to an existing vSRX VM with KVM.
To add additional virtio virtual interfaces to a vSRX VM using virt-manager:

1. Invirt-manager, double-click the vSRX VM and select View>Details. The vSRX Virtual Machine details
dialog box appears.

N

. Click Add Hardware. The Add Hardware dialog box appears.

W

. Select Network from the left navigation panel.

N

. Select the host device or virtual network on which you want this new virtual interface from the
Network source list.

[8)]

. Select virtio from the Device model list and click Finish.
6. From the vSRX console, reboot the vSRX instance.

vsrx# request system reboot.
VvSRX reboots both Junos OS and the vSRX guest VM.
To add additional virtio virtual interfaces to a vSRX VM using virsh:

1. Use the virsh attach-interface command on the host OS with the mandatory options listed in Table 13
on page 67.

NOTE: See the official virsh documentation for a complete description of available options.


https://www.virt-tools.org/

Table 13: virsh attach-interface Options

Command Option Description

--domain name Specify the name of the guest VM.

--type Specify the host OS connection type as bridge or network.

--source /nterface Specify the physical or logical interface on the host OS to associate with this vNIC.

--target vnic Specify the name for the new vNIC.

--model Specify the vNIC model.

The following example creates a new virtio vNIC from the host OS virbrO bridge.

user@host# virsh attach-interface --domain vsrxVM --type bridge --source virbr@ --target vsrx-

mgmt --model virtio

Interface attached successfully

user@host# virsh dumpxml vsrxVM

<output omitted>

<interface type='bridge'>
<mac address='00:00:5e:00:53:e8'/>
<source bridge='virbro'/>
<target dev='vsrx-mgmt'/>
<model type='virtio'/>
<alias name='netl1'/>
<address type='pci' domain='0x0000' bus='0x00' slot='0x08' function='0x0'/>

</interface>



2. From the vSRX console, reboot the vSRX instance.
vsrx# request system reboot.

vSRX reboots both Junos OS and the VSRX guest VM.

‘ virt tools

Configure SR-IOV and PCl on KVM

IN THIS SECTION

SR-IQV Overview | 68
SR-IOV HA Support with Trust Mode Disabled (KVM only) | 69
Configure an SR-IOV Interface on KVM | 71

This section includes the following topics on SR-IOV for a vSRX instance deployed on KVM:

SR-IOV Overview

vSRX on KVM supports single-root |/O virtualization (SR-/OV) interface types. SR-IOV is a standard that
allows a single physical NIC to present itself as multiple vNICs, or virtual functions (VFs), that a virtua/
machine (VM) can attach to. SR-IOV combines with other virtualization technologies, such as Intel VT-d,
to improve the /O performance of the VM. SR-IOV allows each VM to have direct access to packets
qgueued up for the VFs attached to the VM. You use SR-IOV when you need I/O performance that
approaches that of the physical bare metal interfaces.

NOTE: SR-IOV in KVM does not remap interface numbers. The interface sequence in the vSRX
VM XML file matches the interface sequence shown in the Junos OS CLI on the vSRX instance.

SR-IQV uses two PCI functions:

e Physical Functions (PFs)—Full PCle devices that include SR-IOV capabilities. Physical Functions are
discovered, managed, and configured as normal PCI devices. Physical Functions configure and


http://virt-tools.org/learning/index.html

manage the SR-IOV functionality by assigning Virtual Functions. When SR-IOV is disabled, the host
creates a single PF on one physical NIC.

e Virtual Functions (VFs)—Simple PCle functions that only process I/O. Each Virtual Function is derived
from a Physical Function. The number of Virtual Functions a device may have is limited by the device
hardware. A single Ethernet port, the Physical Device, may map to many Virtual Functions that can
be shared to guests. When SR-IOV is enabled, the host creates a single PF and multiple VFs on one
physical NIC. The number of VFs depends on the configuration and driver support.

SR-IOV HA Support with Trust Mode Disabled (KVM only)
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Understand SR-IOV HA Support with Trust Mode Disabled (KVM only)

A Redundant Ethernet Interface (RETH) is a virtual interface consisting of equal number of member
interfaces from each participating node of an SRX cluster. All logical configurations such as IP address,
QoS, zones, and VPNs are bound to this interface. Physical properties are applied to the member or child
interfaces. A RETH interface has a virtual MAC address which is calculated using the cluster id. RETH
has been implemented as an aggregated interface/LAG in Junos OS. For a LAG, the parent (logical) IFDs
MAC address is copied to each of the child interfaces. When you configure the child interface under the
RETH interface, the RETH interface’s virtual MAC gets overwritten on the current MAC address field of
the child physical interface. This also requires the virtual MAC address to be programmed on the
corresponding NIC.

Junos OS runs as a VM on vSRX. Junos OS does not have direct access to the NIC and only has a virtual
NIC access provided by the hypervisor which might be shared with other VMs running on the same host
machine. This virtual access comes with certain restrictions such as a special mode called trust mode,
which is required to program a virtual MAC address on the NIC. During deployments, providing the trust
mode access might not be feasible because of possible security issues. To enable RETH model to work in
such environments, MAC rewrite behavior is modified. Instead of copying the parent virtual MAC
address to the children, we keep the children’s physical MAC address intact and copy the physical MAC
address of the child belonging to the active node of the cluster to the current MAC of the reth interface.
This way, MAC rewrite access is not required when trust mode is disabled.



In case of VSRX, the DPDK reads the physical MAC address provided by the hypervisor and shares it
with the Junos OS control plane. In standalone mode, this physical MAC address is programmed on the
physical IFDs. But the support for the same is unavailable in cluster mode, because of which the MAC
address for the physical interface is taken from the Juniper reserved MAC pool. In an environment
where trust mode is not feasible, the hypervisor is unable to provide the physical MAC address.

To overcome this problem, we have added support to use the hypervisor provided physical MAC address
instead of allocating it from the reserved MAC pool. See "Configure SR-IOV support with Trust Mode
Disabled (KVM only)" on page 70.

Configure SR-IOV support with Trust Mode Disabled (KVM only)

Figure 11: Copying MAC address from active child interface to parent RETH
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Switch

Starting in Junos OS Release 19.4R1, SR-IOV HA is supported with trust mode disabled. You can enable
this mode by configuring the use-active-child-mac-on-reth and use-actual-mac-on-physical-interfaces
configuration statements at the [edit chassis cluster] hierarchy level. If you configure commands in a
cluster, the hypervisor assigns the child physical interface’s MAC address and the parent RETH
interface’s MAC address is overwritten by the active child physical interface’s MAC address

You need to reboot the vSRX instance to enable this mode. Both the nodes in the cluster need to be
rebooted for the commands to take effect.

You need to configure the commands use-active-child-mac-on-reth and use-actual-mac-on-physical-interfaces
together to enable this feature.



SEE ALSO

use-active-child-mac-on-reth

use-actual-mac-on-physical-interfaces
Limitations

SR-IOV HA support with trust mode disabled on KVM has the following limitations:
e SR-IOV HA support with trust mode disabled is only supported on KVM based systems.
e Areth interface can have maximum one port as a member on each vSRX cluster node.

e You cannot use security nat proxy-arp feature for NAT pools because no G-ARP is sent out on failover
for the IP addresses in NAT pools. Instead, one can set the routes to the NAT pool range in the
upstream router to point to the vSRX reth interface’s IP address as the next-hop. Or, if directly
connected hosts need to access the NAT pool addresses, these NAT pool addresses can be
configured for proxy ARP under the reth interface.

e If the reth interface is configured with many VLANSs, it might take some time to send all the G-ARPs
on a failover. This might lead to a noticeable interruption in traffic.

o A dataplane failover will result in a change of the MAC address of the reth interface. Therefore the
failover is not transparent to directly connected neighboring Layer 3 devices (routers or servers). The
vSRX reth IP address must be mapped to a new MAC address in the ARP table on the neighboring
devices. vSRX will send out a G-ARP which will help these devices. In case these neighboring devices
do not act on the G-ARP received from the vSRX or show a slow response, the traffic might be
interrupted until that device updates it's ARP table correctly.

Configure an SR-IOV Interface on KVM

If you have a physical NIC that supports SR-IOV, you can attach SR-IOV-enabled vNICs or virtual
functions (VFs) to the vSRX instance to improve performance. We recommend that if you use SR-IOV, all
revenue ports are configured as SR-IOV.

Note the following about SR-IOV support for vSRX on KVM:

e Starting in Junos OS Release 15.1X49-D90 and Junos OS Release 17.3R1, a vSRX instance deployed
on KVM supports SR-IOV on an Intel X710/XL710 NIC in addition to Intel 82599 or X520/540.

e Starting in Junos OS Release 18.1R1, a vSRX instance deployed on KVM supports SR-IOV on the
Mellanox ConnectX-3 and ConnectX-4 Family Adapters.


https://www.juniper.net/documentation/en_US/junos/topics/reference/configuration-statement/use-active-child-mac-on-reth.html
https://www.juniper.net/documentation/en_US/junos/topics/reference/configuration-statement/use-actual-mac-on-physical-interfaces.html

NOTE: See the vSRX Performance Scale Up discussion in Understand vSRX with KVM for the
VSRX scale up performance when deployed on KVM, based on vNIC and the number of vCPUs
and VRAM applied to a vSRX VM.

Before you can attach an SR-IOV enabled VF to the vSRX instance, you must complete the following
tasks:

Insert an SR-IOV-capable physical network adapter in the host server.

Enable the Intel VT-d CPU virtualization extensions in BIOS on your host server. The Intel VT-d
extensions provides hardware support for directly assigning a physical devices to guest. Verify the
process with the vendor because different systems have different methods to enable VT-d.

Ensure that SR-IOV is enabled at the system/server BIOS level by going into the BIOS settings during
the host server boot-up sequence to confirm the SR-IOV setting. Different server manufacturers
have different naming conventions for the BIOS parameter used to enable SR-IOV at the BIOS level.
For example, for a Dell server ensure that the SR-IOV Global Enable option is set to Enabled.

NOTE: We recommend that you use virt-manager to configure SR-IOV interfaces. See the virsh
attach-device command documentation if you want to learn how to add a PCl host device to a VM
with the virsh CLI commands.

To add an SR-IOV VF to a vSRX VM using the virt-manager graphical interface:

1.

o v MW

In the Junos OS CLI, shut down the vSRX VM if it is running.

vsrx> request system power-off

In virt-manager, double-click the vSRX VM and select View>Details. The vSRX Virtual Machine details
dialog box appears.

Select the Hardware tab, then click Add Hardware. The Add Hardware dialog box appears.
Select PCI Host Device from the Hardware list on the left.
Select the SR-IOV VF for this new virtual interface from the host device list.

Click Finish to add the new device. The setup is complete and the vSRX VM now has direct access to
the device.

From the virt-manager icon bar at the upper-left side of the window, click the Power On arrow. The
VSRX VM starts. Once the vSRX is powered on the Running status will display in the window.

You can connect to the management console to watch the boot-up sequence.



NOTE: After the boot starts, you need to select View>Text Consoles>Serial 1 in virt-manager to
connect to the vSRX console.

To add an SR-IOV VF to a vSRX VM using virsh CLI commands:

1. Define four virtual functions for eno2 interface, update the sriov_numvfs file with number 4.

root@LabHost:~# echo 4 > /sys/class/net/eno2/device/sriov_numvfs

root@LabHost: ~# more /sys/class/net/eno2/device/sriov_numvfs

2. ldentify the device.

Identify the PCI device designated for device assignment to the virtual machine. Use the 1spci
command to list the available PCI devices. You can refine the output of 1spci with grep.

Use command Ispci to check the VF number according to the VF ID.

root@ kvmsrv:~# lspci | grep Ether

83:00.0 Ethernet controller: Intel Corporation Ethernet Controller XL710 for 40GbE QSFP+ (rev
02) - Physical Function

83:00.1 Ethernet controller: Intel Corporation Ethernet Controller XL710 for 40GbE QSFP+ (rev
02) - Physical Function

83:02.
83:02.
83:02.
83:02.
83:02.
83:02.
83:02.6 Ethernet controller: Intel Corporation Ethernet Virtual Function 700 Series (rev 02)

0 Ethernet controller: Intel Corporation Ethernet Virtual Function 700 Series (rev 02)
1
2
3
4
5
6
83:02.7 Ethernet controller: Intel Corporation Ethernet Virtual Function 700 Series (rev 02)
0
1
2
3
4
5
6

Ethernet controller: Intel Corporation Ethernet Virtual Function 700 Series (rev 02)
Ethernet controller: Intel Corporation Ethernet Virtual Function 700 Series (rev 02)
Ethernet controller: Intel Corporation Ethernet Virtual Function 700 Series (rev 02)
Ethernet controller: Intel Corporation Ethernet Virtual Function 700 Series (rev 02)

Ethernet controller: Intel Corporation Ethernet Virtual Function 700 Series (rev 02)

83:0a.
83:0a.
83:0a.
83:0a.
83:0a.
83:0a.
83:0a.

Ethernet controller: Intel Corporation Ethernet Virtual Function 700 Series (rev 02)
Ethernet controller: Intel Corporation Ethernet Virtual Function 700 Series (rev 02)
Ethernet controller: Intel Corporation Ethernet Virtual Function 700 Series (rev 02)
Ethernet controller: Intel Corporation Ethernet Virtual Function 700 Series (rev 02)
Ethernet controller: Intel Corporation Ethernet Virtual Function 700 Series (rev 02)
Ethernet controller: Intel Corporation Ethernet Virtual Function 700 Series (rev 02)

Ethernet controller: Intel Corporation Ethernet Virtual Function 700 Series (rev 02)



83:0a.7 Ethernet controller: Intel Corporation Ethernet Virtual Function 700 Series (rev 02)

3. Add SR-IQV device assignment from a vSRX XML profile on KVM and review device information.

The driver could use either vfio or kvm, depends on KVM server OS/kernel version and drivers for
virtualization support. The address type references the unique PCI slot number for each SR-IOV VF
(Virtual Function).

Information on the domain, bus, and function are available from output of the virsh nodedev-dumpxml
command.

<interface type="hostdev" managed="yes">

<driver name="vfio"/>

<source>

<address type="pci" domain="0x0000" bus="0x83" slot="0x02" function="0x3"/>
</source>

<address type="pci" domain="0x0000" bus="0x00" slot="0x05" function="0x0"/>

</interface>

4. Add PCl device in edit setting and select VF according to the VF number.

NOTE: This operation should be done when VM is powered off. Also, do not clone VMs with
PCI devices which might lead to VF or MAC conflict.

5. Start the VM using the # virsh start name of virtual machine command.

Release History Table

Release Description

18.1R1 Starting in Junos OS Release 18.1R1, a vSRX instance deployed on KVM supports SR-IOV on the
Mellanox ConnectX-3 and ConnectX-4 Family Adapters.

15.1X49-D90 @ Starting in Junos OS Release 15.1X49-D90 and Junos OS Release 17.3R1, a vSRX instance
deployed on KVM supports SR-IOV on an Intel X710/XL710 NIC in addition to Intel 82599 or
X520/540.
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Starting in Junos OS Release 15.1X49-D70 and Junos OS Release 17.3R1, you can use virt-manager to
scale the performance and capacity of a vSRX instance by increasing the number of vCPUs or the
amount of VRAM allocated to the vSRX. See Requirements for vSRX on KVM for the software
requirement specifications for a vSRX VM.

See your host OS documentation for complete details on the virt-manager package

NOTE: You cannot scale down the number of vCPUs or decrease the amount of vRAM for an
existing VSRX VM.

Configure the Queue Value for vSRX VM with KVM

Before you plan to scale up vSRX performance, modify the vSRX VM XML file to configure network
multi-queuing as a means to support an increased number of dataplane vCPUs for the vSRX VM. This
setting updates the libvirt driver to enable multi-queue virtio-net so that network performance can scale
as the number of dataplane vCPUs increases. Multi-queue virtio is an approach that enables the
processing of packet sending and receiving to be scaled to the number of available virtual CPUs (vCPUs)
of a guest, through the use of multiple queues.


https://www.youtube.com/watch?v=hRHsk8Nycdg
http://www.intel.com/content/www/us/en/pci-express/pci-sig-sr-iov-primer-sr-iov-technology-paper.html
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/6/html/virtualization_host_configuration_and_guest_installation_guide/chap-virtualization_host_configuration_and_guest_installation_guide-sr_iov
http://www.intel.com/content/dam/www/public/us/en/documents/technology-briefs/xl710-sr-iov-config-guide-gbe-linux-brief.pdf
https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/7/html/Virtualization_Deployment_and_Administration_Guide/chap-Guest_virtual_machine_device_configuration.html#sect-Guest_virtual_machine_device_configuration-PCI_devices

The configuration of multi-queue virtio-net, however, can only be performed in the XML file. OpenStack
does not support multi-queue.

To update the queue, at the <driver name='vhost' queues='x'/> line in the vVSRX VM XML file, match the
number of queues with number of dataplane vCPUs you plan to configure for the vSRX VM. The default
is 4 dataplane vCPUs, but you can scale that number to 4, 8, or 16 vCPUs.

The following XML file example configures 8 queues for a vVSRX VM with 8 dataplane vCPUs:

<output omitted>

<interface type='network'>
<source network="'net2'/>
<model type='virtio'/>
<driver name='vhost' queues='8'/>
<address type='pci' domain='0x0000' bus='0x00' slot='0x04' function='0x0'/>
</interface>

Shutdown the vSRX Instance with virt-manager

In situations where you want to edit and modify the vSRX VM XML file, you need to completely shut
down vSRX and the associated VM.

To gracefully shutdown the vSRX instance with virt-manager:

Launch virt-manager.
Check the vSRX instance you want to power off.

Select Open to open a console window to the vSRX instance.

LI

From the vSRX console, reboot the vSRX instance.
vsrx# request system power-off.

5. From virt-manager, select Shut Down to completely shutdown the VM so you can edit the XML file.

NOTE: Do not use Force Reset or Force Off on any active VM as it may create file corruptions.

Upgrade vSRX with virt-manager
You must shut down the vSRX VM before you can update vCPU or vRAM values for the VM.

You can upgrade and launch vSRX with the KVM virt-manager GUI package.



To scale up a VSRX VM with virt-manager to a higher number of vCPUs or to an increased amount of
vRAM:

1. On your host OS, type virt-manager. The Virtual Machine Manager appears. See Figure 12 on page
77.

NOTE: You must have admin rights on the host OS to use virt-manager.

Figure 12: virt-manager

s (S8 Open [>

Mame CPU usage b

= localhost (QEMU)

2. Select Open to open the powered down vSRX VM and select Edit Hardware Details to open the
virtual machine details window.

3. Select Processor and set the number of vCPUs. Click Apply.
4. Select Memory and set the VRAM to the desired size. Click Apply.
5. Click Power On. The VM manager launches the vSRX VM with the new vCPU and vRAM settings.

NOTE: vSRX scales down to the closest supported value if the vCPU or vVRAM settings do not
match what is currently available.

Release History Table

Release Description

15.1X49-D70 @ Starting in Junos OS Release 15.1X49-D70 and Junos OS Release 17.3R1, you can use virt-
manager to scale the performance and capacity of a vSRX instance by increasing the number of
vCPUs or the amount of VRAM allocated to the vVSRX
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Installing a virtual machine using virt-install

Monitor the vSRX VM in KVM

You can monitor the overall state of the VSRX VM with virt-manager or virsh.
To monitor the VSRX VM with virt-manager:

1. From the virt-manager GUI, select the vSRX VM you want to monitor.

2. Select View>Graph and select the statistics you want to monitor. Options include CPU, memory, disk
I/0, and network interface statistics.

The window updates with thumbnail graphs for the statistics you selected.

3. Optionally, double-click on the thumbnail graph to expand the view.
To monitor the VSRX VM with virsh, use the commands listed in Table 14 on page 78.

Table 14: virsh Monitor Commands

Command Description

virsh cpu-stats vm-name Lists the CPU statistics for the VM.
virsh domifstat vm-name interface-name Displays the vNIC statistics for the VM.
virsh dommemstat vm-name Displays memory statistics for the VM.
virsh vcpuinfo vm-name Displays vCPU details for the VM.
virsh nodecpustats Displays CPU statistics for the host OS.

virt tools


http://virt-tools.org/learning/install-with-command-line/
http://virt-tools.org/learning/index.html

Manage the vSRX Instance on KVM
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Each vSRX instance is an independent VM that you can power on, pause, or shut down. You can manage
the vSRX VM with multiple tools, including virt-manager and virsh.

Power On the vSRX Instance with virt-manager
To power on the vSRX instance with virt-manager:

1. Launch virt-manager.
2. Check the vSRX instance you want to power on.

3. From the icon bar, select the power on arrow. The vSRX VM starts. You can connect to the
management console to watch the boot-up sequence.

NOTE: After the boot starts, you need to select View>Text Consoles>Serial 1 in virt-manager to
connect to the vSRX console.

Power On the vSRX Instance with virsh

To power on the vVSRX instance with virsh:



Use the virsh start command on the Aost OS to start a vVSRX VM.

user@host# virsh start vSRX-kvm-2

Domain VvSRX-kvm-2 started

Pause the vSRX Instance with virt-manager
To pause the vSRX instance with virt-manager:

1. Launch virt-manager.
2. Check the vSRX instance you want to pause.

3. From the icon bar, select the power on pause icon. The vVSRX VM pauses.

Pause the vSRX Instance with virsh
To pause the vSRX instance with virsh:

Use the virsh suspend command on the host OS to pause a VSRX VM.

user@host# virsh suspend vSRX-kvm-2

Domain vSRX-kvm-2 suspended

Rebooting the vSRX Instance with virt-manager
To reboot the vSRX instance with virt-manager:

Launch virt-manager.
Check the vSRX instance you want to reboot.

Select Open to open a console window to the vSRX instance.

LA -

From the vSRX console, reboot the vSRX instance.

vsrx# request system reboot.

VSRX reboots both Junos OS and the VSRX guest VM.

Reboot the vSRX Instance with virsh

To reboot the vSRX VM with virsh:



1. Use the virsh console command on the host OS to connect to the vSRX VM.

2. On the vSRX console, use the request system reboot command to reboot Junos OS and the vSRX VM.

user@host# virsh console vSRX-kvm-2

Connected to domain VSRX-kvm-2

vsrx# request system reboot

Power Off the vSRX Instance with virt-manager
To power off the vSRX instance with virt-manager:

Launch virt-manager.
Check the vSRX instance you want to power off.

Select Open to open a console window to the vSRX instance.

> 0O b P

From the vSRX console, power off the vSRX instance.

vsrx> request system power-off

vSRX powers off both Junos OS and the guest VM.

Power Off the vSRX Instance with virsh

To power off the vSRX instance with virsh:

1. Use the virsh console command on the host OS to connect to the vSRX VM.



2. On the vSRX console, use the request system power-off command to power off Junos OS and the vSRX
VM.

user@host# virsh console vSRX-kvm-2

Connected to domain VSRX-kvm-2

vsrx# request system power-off

Shutdown the vSRX Instance with virt-manager

In situations where you want to edit and modify the vSRX VM XML file, you need to completely shut
down vSRX and the associated VM.

To gracefully shutdown the vSRX instance with virt-manager:

Launch virt-manager.
Check the vSRX instance you want to power off.

Select Open to open a console window to the vSRX instance.

> O Db PR

From the vSRX console, reboot the vSRX instance.
vsrx# request system power-off.

5. From virt-manager, select Shut Down to completely shutdown the VM so you can edit the XML file.

NOTE: Do not use Force Reset or Force Off on any active VM as it may create file corruptions.

Shutdown the vSRX Instance with virsh

In situations where you want to modify the vSRX VM XML file, you need to completely shut down vSRX
and the associated VM.

To gracefully shutdown the vSRX instance with virsh:

1. Use the virsh console command on the host OS to connect to the vSRX VM.

2. On the vSRX console, use the request system power-off command to power off Junos OS and the vSRX
VM.



3. On the host OS, use the virsh shutdown command to shut down the VM after vSRX has powered off.

user@host# virsh console vSRX-kvm-2

Connected to domain vSRX-kvm-2

vsrx# request system power-off
user@host# virsh shutdown vSRX-kvm-2

NOTE: Do not use the virsh destroy command on any active VM as it may create file corruptions.

Remove the vSRX Instance with virsh

In situations where you want to completely remove the vSRX instance, you need to destroy the vSRX
VM and undefine the associated XML file.

To completely remove the vSRX instance with virsh:

1. On the host OS, use the virsh destroy command to destroy the vSRX VM.
2. On the host OS, use the virsh undefine command to undefine the vSRX XML file.

user@host# virsh destroy vSRX-kvm-2

user@host# virsh undefine vSRX-kvm-2

‘ virt tools

Recover the Root Password for vSRX in a KVM Environment

If you forget the root password for a vSRX instance deployed in a KVM environment, use this password
recovery procedure to reset the root password. (KB article 31790).


http://virt-tools.org/learning/index.html

NOTE: You need console access to recover the root password

To recover the root password for a vSRX instance:

1. Reboot the vSRX instance by entering the virsh reboot command, specifying either domain-id or

domain-name.

2. Immediately attempt to login to the vSRX instance by entering the virsh console domain-name
command to access the vVSRX console.

NOTE: We recommend that you specify domain-name when attempting the vSRX instance
login. It is possible that domain-id might change after the vSRX instance reboot.

3. After login you will see a prompt similar to Escape character is *]. Press Enter two or three times until
the boot process begins. Continue with the boot process until you see the following prompt:

Hit [Enter] to boot immediately, or space bar for command prompt. Booting [kernel] in 9

seconds. . .

4. Press the space bar two or three times to stop the boot sequence, and then enter boot -s to login to
single-user mode.

5. Enter recovery to start the root password recovery procedure.

Enter full pathname of shell or 'recovery' for root password recovery or RETURN for /bin/

sh: recovery

Once the script terminates you will be in vSRX operational mode.
Enter configuration mode in the CLI.

Set the root password.

[edit]
user@host# set system root-authentication plain-text-password
8. Enter the new root password.

New password: XXXXXXXX

Retype new password:



10.

11.
12.
13.

14.
15.

At the second prompt, reenter the new root password.

If you are finished configuring the new root password for the vSRX instance, commit the
configuration.

root@host# commit

commit complete

Exit from configuration mode.
Exit from operational mode.

Enter y to reboot the device.

Reboot the system? [y/n]y

The start up messages display on the screen.
Once again, press the space bar two or three times to access the bootstrap loader prompt.

The vSRX instance starts up again and prompts you to enter a user name and password. Enter the
newly configured password.

login: root

Password: XXXXXXXX
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Chassis Cluster Overview

Chassis cluster groups a pair of the same kind of vSRX instances into a cluster to provide network node
redundancy. The vSRX instances in a chassis cluster must be running the same Junos OS release, and
each instance becomes a node in the chassis cluster. You connect the control virtual interfaces on the
respective nodes to form a contro/ plane that synchronizes the configuration and Junos OS kernel state
on both nodes in the cluster. The control link (a virtual network or vSwitch) facilitates the redundancy of
interfaces and services. Similarly, you connect the data p/ane on the respective nodes over the fabric
virtual interfaces to form a unified data plane. The fabric link (a virtual network or vSwitch) allows for the
management of cross-node flow processing and for the management of session redundancy.

The control plane software operates in active/passive mode. When configured as a chassis cluster, one
node acts as the primary and the other as the secondary to ensure stateful failover of processes and



services in the event of a system or hardware failure on the primary . If the primary fails, the secondary
takes over processing of control plane traffic.

NOTE: If you configure a chassis cluster across two hosts, disable igmp-snooping on the bridge
that each host physical interface belongs to and that the control virtual NICs (vNICs) use. This
ensures that the control link heartbeat is received by both nodes in the chassis cluster.

The chassis cluster data plane operates in active/active mode. In a chassis cluster, the data plane
updates session information as traffic traverses either node, and it transmits information between the
nodes over the fabric link to guarantee that established sessions are not dropped when a failover occurs.
In active/active mode, traffic can enter the cluster on one node and exit from the other node.

Chassis cluster functionality includes:

e Resilient system architecture, with a single active control plane for the entire cluster and multiple
Packet Forwarding Engines. This architecture presents a single device view of the cluster.

e Synchronization of configuration and dynamic runtime states between nodes within a cluster.
e Monitoring of physical interfaces, and failover if the failure parameters cross a configured threshold.

e Support for generic routing encapsulation (GRE) and IP-over-IP (IP-IP) tunnels used to route
encapsulated IPv4 or /Pvé traffic by means of two internal interfaces, gr-0/0/0 and ip-0/0/0,
respectively. Junos OS creates these interfaces at system startup and uses these interfaces only for
processing GRE and IP-IP tunnels.

At any given instant, a cluster node can be in one of the following states: hold, primary, secondary-hold,
secondary, ineligible, or disabled. Multiple event types, such as interface monitoring, Services Processing
Unit (SPU) monitoring, failures, and manual failovers, can trigger a state transition.

Enable Chassis Cluster Formation

You create two vSRX instances to form a chassis cluster, and then you set the cluster ID and node ID on
each instance to join the cluster. When a vSRX instance joins a cluster, it becomes a node of that cluster.
With the exception of unique node settings and management IP addresses, nodes in a cluster share the
same configuration.

You can deploy up to 255 chassis clusters in a Layer 2domain. Clusters and nodes are identified in the
following ways:

e The cluster ID(a number from 1 to 255) identifies the cluster.

e The node ID(a number from O to 1) identifies the cluster node.



Generally, on SRX Series devices, the cluster ID and node ID are written into EEPROM. On the vSRX
instance, vSRX stores and reads the |Ds from boot/loader.conf and uses the IDs to initialize the chassis
cluster during startup.

Prerequisites

Ensure that your vSRX instances comply with the following prerequisites before you enable chassis
clustering:

¢ You have committed a basic configuration to both vSRX instances that form the chassis cluster. See
Configure vSRX Using the CLI.

e Use show version in Junos OS to ensure that both vSRX instances have the same software version.

e Use show system license in Junos OS to ensure that both vSRX instances have the same licenses
installed.

You must set the same chassis cluster ID on each vSRX node and reboot the vSRX VM to enable chassis
cluster formation.

1. In operational command mode, set the chassis cluster ID and node number on vSRX node 0.

user@vsrx0>set chassis cluster cluster-id number node 0 reboot

2. In operational command mode, set the chassis cluster ID and node number on vSRX node 1.

user@vsrx1>set chassis cluster cluster-id number node 1 reboot

NOTE: The vSRX interface naming and mapping to vNICs changes when you enable chassis
clustering. See Requirements for vSRX on KVM for a summary of interface names and mappings
for a pair of vSRX VMs in a cluster (node 0 and node 1).

Chassis Cluster Quick Setup with J-Web
To configure chassis cluster from J-Web:

Enter the vSRX node O interface IP address in a Web browser.
Enter the vSRX username and password, and click Log In. The J-Web dashboard appears.

Click Configuration Wizards> Cluster (HA) Setup from the left panel. The Chassis Cluster Setup
Wizard appears. Follow the steps in the setup wizard to configure the cluster ID and the two nodes
in the cluster, and to verify connectivity.
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NOTE: Use the built-in Help icon in J-Web for further details on the Chassis Cluster Setup
wizard.

NOTE: Navigate to Configure>Device Settings>Cluster (HA) Setup from Junos OS release
18.1 and later to configure the chassis cluster setup.

Configure the secondary node Node1 by selecting Yes, this is the secondary unit to be setup (Node
1) using radio button.

Click Next.

Specify the settings such as Enter password, Re-enter password, Node O FXPO IP, and Node 1 FXPO
IP for secondary node access.

Click Next.
Select the secondary unit’s Control Port and Fabric Port.
Click Next.

(Optional) Select Save a backup file before proceeding with shutdown using check box to re-
configure it for chassis cluster.

Click Next.
Click Shutdown and continue to connect to other unit.
Click Refresh Browser.

Configure the primary node NodeO by selecting No, this is the primary unit to be setup (Node 0) to
configure primary unit and establish a chassis cluster configuration.

Click Next.

Specify the settings such as Enter password, Re-enter password, Node O FXPO IP, and Node 1 FXPO
IP for primary node access.

Click Next to restart the primary unit.

(Optional) Select Save a backup file before proceeding with shutdown to save a backup file of
current settings before proceeding.

Click Reboot and continue. After completing the reboot, power on the secondary unit to establish
the chassis cluster connection.

Login to the device console and add static route to get the J-Web access.

Login to the J-Web and click Configuration Wizards> Cluster (HA) Setup from the left panel. The
Chassis Cluster Setup Wizard appears.

Click Next to get the primary unit connected.

Configure the basic settings DHCP Client, IP address, Default gateway, Member interface Node O,
Member interface Node 1.

Click Next to complete the chassis cluster configuration.



25. Click Finish to exit the wizard. You can access the primary node using J-Web.

Manually Configure a Chassis Cluster with J-Web

You can use the J-Web interface to configure the primary node O vSRX instance in the cluster. Once you
have set the cluster and node IDs and rebooted each vSRX, the following configuration will
automatically be synced to the secondary node 1 vSRX instance.

Select Configure>Chassis Cluster>Cluster Configuration. The Chassis Cluster configuration page
appears.

NOTE: Navigate to Configure>Device Settings>Cluster (HA) Setup from Junos OS release 18.1
and later to configure the HA cluster setup.

Table 15 on page 90 explains the contents of the HA Cluster Settings tab.

Table 16 on page 92 explains how to edit the Node Settings tab.

Table 17 on page 92 explains how to add or edit the HA Cluster Interfaces table.

Table 18 on page 94 explains how to add or edit the HA Cluster Redundancy Groups table.

Table 15: Chassis Cluster Configuration Page

Field Function

Node Settings

Node ID Displays the node ID.

Cluster ID Displays the cluster ID configured for the node.

Host Name Displays the name of the node.

Backup Router Displays the router used as a gateway while the Routing Engine is in secondary

state for redundancy-group O in a chassis cluster.

Management Interface Displays the management interface of the node.



Table 15: Chassis Cluster Configuration Page (Continued)

Field Function
IP Address Displays the management IP address of the node.
Status Displays the state of the redundancy group.

e Primary-Redundancy group is active.

e Secondary-Redundancy group is passive.

Chassis Cluster>HA Cluster Settings>Interfaces

Name Displays the physical interface name.

Member Interfaces/IP Displays the member interface name or IP address configured for an interface.
Address

Redundancy Group Displays the redundancy group.

Chassis Cluster>HA Cluster Settings>Redundancy Group

Group Displays the redundancy group identification number.

Preempt Displays the selected preempt option.
e True-Primary Role can be preempted based on priority.

e False-Primary Role cannot be preempted based on priority.

Gratuitous ARP Count Displays the number of gratuitous Address Resolution Protocol (ARP) requests
that a newly elected primary device in a chassis cluster sends out to announce
its presence to the other network devices.

Node Priority Displays the assigned priority for the redundancy group on that node. The
eligible node with the highest priority is elected as primary for the redundant
group.



Table 16: Edit Node Setting Configuration Details

Field

Node Settings

Host Name

Backup Router

Destination
IP Adds the destination address. Click Add.
Delete Deletes the destination address. Click Delete.
Interface
Interface Specifies the interfaces available for the router. Select an option.
NOTE: Allows you to add and edit two interfaces for each
fabric link.
IP Specifies the interface IP address. Enter the interface IP address.
Add Adds the interface. Click Add.
Delete Deletes the interface. Click Delete.
Table 17: Add HA Cluster Interface Configuration Details
Field Function Action

Function

Specifies the name of the host.

Displays the device used as a gateway while the Routing
Engine is in the secondary state for redundancy-group O in
a chassis cluster.

Fabric Link > Fabric Link O (fab0)

Action

Enter the name of the host.

Enter the IP address of the
backup router.



Table 17: Add HA Cluster Interface Configuration Details (Continued)

Field

Interface

Add

Delete

Function

Specifies fabric link O.

Adds fabric interface O.

Deletes fabric interface O.

Fabric Link > Fabric Link 1 (fab1)

Interface

Add

Delete

Redundant Ethernet

Interface

Redundancy Group

Add

Delete

Specifies fabric link 1.

Adds fabric interface 1.

Deletes fabric interface 1.

Specifies a logical interface consisting of two
physical Ethernet interfaces, one on each
chassis.

Specifies a redundant Ethernet IP address.

Specifies the redundancy group ID number in
the chassis cluster.

Adds a redundant Ethernet IP address.

Deletes a redundant Ethernet IP address.

Action

Enter the interface IP fabric link O.

Click Add.

Click Delete.

Enter the interface IP for fabric link 1.

Click Add.

Click Delete.

Enter the logical interface.

Enter a redundant Ethernet IP address.

Select a redundancy group from the list.

Click Add.

Click Delete.



Table 18: Add Redundancy Groups Configuration Details

Field

Redundancy Group

Allow preemption of
primaryship

Gratuitous ARP
Count

nodeO priority

nodel priority

Interface Monitor

Interface

Weight

Add

Function

Specifies the redundancy group name.

Allows a node with a better priority to initiate a
failover for a redundancy group.

NOTE: By default, this feature is disabled. When
disabled, a node with a better priority does not
initiate a redundancy group failover (unless some
other factor, such as faulty network connectivity
identified for monitored interfaces, causes a failover).

Specifies the number of gratuitous Address
Resolution Protocol requests that a newly elected
primary sends out on the active redundant Ethernet
interface child links to notify network devices of a
change in primary role on the redundant Ethernet
interface links.

Specifies the priority value of nodeO for a redundancy
group.

Specifies the priority value of node1 for a redundancy
group.

Specifies the number of redundant Ethernet
interfaces to be created for the cluster.

Specifies the weight for the interface to be
monitored.

Adds interfaces to be monitored by the redundancy
group along with their respective weights.

Action

Enter the redundancy group
name.

Enter a value from 1 to 16. The
default is 4.

Enter the node priority number
as 0.

Select the node priority number
as 1.

Select an interface from the list.

Enter a value from 1 to 125.

Click Add.



Table 18: Add Redundancy Groups Configuration Details (Continued)

Field

Delete

IP Monitoring

Weight

Threshold

Retry Count

Retry Interval

Function

Deletes interfaces to be monitored by the
redundancy group along with their respective
weights.

Specifies the global weight for IP monitoring.

Specifies the global threshold for IP monitoring.

Specifies the number of retries needed to declare
reachability failure.

Specifies the time interval in seconds between retries.

IPV4 Addresses to Be Monitored

Weight

Interface

Secondary IP address

Add

Delete

Specifies the IPv4 addresses to be monitored for
reachability.

Specifies the weight for the redundancy group
interface to be monitored.

Specifies the logical interface through which to
monitor this IP address.

Specifies the source address for monitoring packets
on a secondary link.

Adds the IPv4 address to be monitored.

Deletes the IPv4 address to be monitored.

Action

Select the interface from the
configured list and click Delete.

Enter a value from O to 255.

Enter a value from O to 255.

Enter a value from 5 to 15.

Enter a value from 1 to 30.

Enter the IPv4 addresses.

Enter the weight.

Enter the logical interface
address.

Enter the secondary IP address.

Click Add.

Select the IPv4 address from
the list and click Delete.
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You can provision the vSRX VMs and virtual networks to configure chassis clustering.

The staging and provisioning of the VSRX chassis clusterincludes the following tasks:

Chassis Cluster Provisioning on vSRX
Chassis cluster requires the following direct connections between the two vSRX instances:

e Control link, or virtual network, which acts in active/passive mode for the control plane traffic
between the two vSRX instances

e Fabric link, or virtual network, which acts in active/active mode for the data traffic between the two
vSRX instances

NOTE: You can optionally create two fabric links for more redundancy.

The vSRX cluster uses the following interfaces:
e OQut-of-band Management interface (fxp0)
e Cluster control interface (em0)

e Cluster fabric interface (fabO on node0, fab1 on node1)


https://www.juniper.net/documentation/en_US/junos15.1x49-d40/information-products/pathway-pages/security/security-chassis-cluster-index.html

NOTE: The control interface must be the second vA/C. You can optionally configure a second
fabric link for increased redundancy.

Figure 13: vSRX Chassis Cluster

Management Management
7 | fxp0 7<) | fxp0
A emO Control Link emO
4] [
fabO Fabric Link fabl 0
VSRX VSRX  §
Node O Nodel @

vSRX supports chassis cluster using the virtio driver and interfaces, with the following considerations:

¢ When you enable chassis cluster, you must also enable jumbo frames (MTU size = 9000) to support
the fabric link on the virtio network interface.

e If you configure a chassis cluster across two physical hosts, disable igmp-snooping on each host
physical interface that the vSRX control link uses to ensure that the control link heartbeat is received
by both nodes in the chassis cluster.

hostOS# echo @ > /sys/devices/virtual/net/<bridge-name>/bridge/multicast_snooping

e After you enable chassis cluster, the vSRX instance maps the second vNIC to the control link, em0O.
You can map any other vNICs to the fabric link.

NOTE: For virtio interfaces, link status update is not supported. The link status of virtio
interfaces is always reported as Up. For this reason, a vSRX instance using virtio and chassis
cluster cannot receive link up and link down messages from virtio interfaces.

The virtual network MAC aging time determines the amount of time that an entry remains in the

MAC table. We recommend that you reduce the MAC aging time on the virtual networks to
minimize the downtime during failover.

For example, you can use the brctl setageing bridge 1 command to set aging to 1 second for the
Linux bridge.

You configure the virtual networks for the control and fabric links, then create and connect the control
interface to the control virtual network and the fabric interface to the fabric virtual network.



Creating the Chassis Cluster Virtual Networks with virt-manager

In KVM, you create two virtual networks (control and fabric) to which you can connect each vSRX
instance for chassis clustering.

To create a virtual network with virt-manager:

1. Launch virt-manager and select Edit>Connection Details. The Connection details dialog box appears.
2. Select Virtual Networks. The list of existing virtual networks appears.

3. Click + to create a new virtual network for the control link. The Create a new virtual network wizard
appears.

Set the subnet for this virtual network and click Forward.
Select Enable DHCP and click Forward.

Select Isolated virtual network and click forward.

N o u &

Verify the settings and click Finish to create the virtual network.

Creating the Chassis Cluster Virtual Networks with virsh

In KVM, you create two virtual networks (control and fabric) to which you can connect each vSRX for
chassis clustering.

To create the control network with virsh:

1. Use the virsh net-define command on the Aost OS to create an XML file that defines the new virtual
network. Include the XML fields described in Table 19 on page 98 to define this network.

NOTE: See the official virsh documentation for a complete description of available options.

Table 19: virsh net-define XML Fields

Field Description

<network>...</network> Use this XML wrapper element to define a virtual network.
<name>net-name</name> Specify the virtual network name.

<bridge name="bridge-name” /> Specify the name of the host bridge used for this virtual

network.



Table 19: virsh net-define XML Fields (Continued)

Field Description

<forward mode="forward-option” /> Specify routed or nat. Do not use the <forward> element for
isolated mode.

<ip address="/p-address" netmask="net- Specify the IP address and subnet mask used by this virtual
mask’ network, along with the DHCP address range.

<dhcp range start="start’ end="end"’ </
dhcp> </ip>

The following example shows a sample XML file that defines a control virtual network.

<network>

<name>control</name>

<bridge name="controlvbr@” />

<ip address=”10.10.10.1” netmask="255.255.255.0” >
<dhcp>

<range start=710.10.10.2” end="10.10.10.99” />
</dhcp>

</ip>

</network>

2. Use the virsh net-start command to start the new virtual network.
hostOS# virsh net-start control

3. Use the virsh net-autostart command to automatically start the new virtual network when the host OS
boots.

hostOS# virsh net-autostart control

4. Optionally, use the virsh net-list -all command in the host OS to verify the new virtual network.

hostOS# # virsh net-list --all

Name State Autostart Persistent
control active yes yes
default active yes yes

5. Repeat this procedure to create the fabric virtual network.



Configuring the Control and Fabric Interfaces with virt-manager

To configure the control and fabric interfaces for chassis clustering with virt-manager:

1.

S

In virt-manager, double-click the vSRX VM and select View>Details. The vSRX Virtual Machine details
dialog box appears.

Select the second vA/C and select the control virtual network from the Source device list.
Select virtio from the Device model list and click Apply.

Select a subsequent vNIC, and select the fabric virtual network from the Source device list.
Select virtio from the Device model list and click Apply.

For the fabric interface, use the ifconfig command on the host OS to set the MTU to 9000.
hostOS# ifconfig vnet1l mtu 9000

Configuring the Control and Fabric Interfaces with virsh

To configure control and fabric interfaces to a vSRX VM with virsh:

1.

Type virsh attach-interface --domain vsrx-vm-name --type network --source control-vnetwork --
target control --model virtio on the host OS.

This command creates a virtual interface called control and connects it to the control virtual network.

. Type virsh attach-interface --domain vsrx-vm-name --type network --source fabric-vnetwork --

target fabric --model virtio on the host OS.

This command creates a virtual interface called fabric and connects it to the fabric virtual network.
For the fabric interface, use the ifconfig command on the host OS to set the MTU to 9000.
hostOS# ifconfig vnetl mtu 9000

Configuring Chassis Cluster Fabric Ports

After the chassis cluster is formed, you must configure the interfaces that make up the fabric (data)
ports.

Ensure that you have configured the following:

1.

Set the chassis cluster IDs on both vSRX instances and rebooted the vSRX instances.

Configured the control and fabric links.

On the vSRX node O console in configuration mode, configure the fabric (data) ports of the cluster
that are used to pass real-time objects (RTOs). The configuration will be synchronized directly
through the control port to vSRX node 1.



NOTE: A fabric port can be any unused revenue interface.

user@vsrx0# set interfaces fab@ fabric-options member-interfaces ge-0/0/0
user@vsrx@# set interfaces fabl fabric-options member-interfaces ge-7/0/0
user@vsrx@# set chassis cluster reth-count 2

user@vsrx@# set chassis cluster redundancy-group @ node @ priority 100
user@vsrx0# set chassis cluster redundancy-group @ node 1 priority 10
user@vsrx@# set chassis cluster redundancy-group 1 node @ priority 100
user@vsrx0# set chassis cluster redundancy-group 1 node 1 priority 10

user@vsrxo# commit

2. Reboot vSRX node 0.

‘ virt tools

Verify the Chassis Cluster Configuration

IN THIS SECTION

Purpose | 101
Action | 102

Purpose

Verify that the chassis cluster is operational after you set up the vSRX instances for clustering and set
the cluster ID and the node ID.


http://virt-tools.org/learning/index.html

Action

After reboot, the two nodes are reachable on interface fxpO with SSH. If the configuration is operational,
the show chassis cluster status command displays output similar to that shown in the following sample
output.

Vvsrx> show chassis cluster status

Cluster ID: 1

Node Priority Status Preempt Manual Monitor-failures

Redundancy group: @ , Failover count: 1
node® 100 secondary no no None

nodel 10 primary no no None

Redundancy group: 1 , Failover count: 2
node® 100 secondary no no None

nodel 10 primary no no None

A cluster is healthy when both the primary and the secondary nodes are present and when both have a
priority greater than O.
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This section presents an overview of vSRX on VMware

VSRX Overview

VvSRX is a virtual security appliance that provides security and networking services at the perimeter or
edge in virtualized private or public c/loud environments. vSRX runs as a virtual machine (VM) on a
standard x86 server. vSRX is built on the Junos operating system (Junos OS) and delivers networking
and security features similar to those available on the software releases for the SRX Series Services
Gateways.

The vSRX provides you with a complete Next-Generation Firewall (NGFW) solution, including core
firewall, VPN, NAT, advanced Layer 4 through Layer 7 security services such as Application Security,
intrusion detection and prevention (IPS), and UTM features including Enhanced Web Filtering and Anti-



105

Virus. Combined with Sky ATP, the vSRX offers a cloud-based advanced anti-malware service with

dynamic analysis to protect against sophisticated malware, and provides built-in machine learning to
improve verdict efficacy and decrease time to remediation.

Figure 14 on page 105 shows the high-level architecture.

Figure 14: vSRX Architecture
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vSRX includes the Junos control plane (JCP) and the packet forwarding engine (PFE) components that
make up the data plane. vSRX uses one virtual CPU (vCPU) for the JCP and at least one vCPU for the
PFE. Starting in Junos OS Release 15.1X49-D70 and Junos OS Release 17.3R1, multi-core vSRX

supports scaling vCPUs and GB virtual RAM (VRAM). Additional vCPUs are applied to the data plane to
increase performance.

Junos OS Release 18.4R1 supports a new software architecture vSRX 3.0 that removes dual OS and
nested virtualization requirement of existing vSRX architecture.



In vSRX 3.0 architecture, FreeBSD 11.x is used as the guest OS and the Routing Engine and Packet
Forwarding Engine runs on FreeBSD 11.x as single virtual machine for improved performance and
scalability. vSRX 3.0 uses DPDK to process the data packets in the data plane. A direct Junos upgrade
from vSRX to vSRX 3.0 software is not supported.

vSRX 3.0 has the following enhancements compared to vSRX:

Removed the restriction of requiring nested VM support in hypervisors.

Removed the restriction of requiring ports connected to control plane to have Promiscuous mode
enabled.

Improved boot time and enhanced responsiveness of the control plane during management
operations.

Improved live migration.



Figure 15 on page 107 shows the high-level software architecture for vSRX 3.0

Figure 15: vSRX 3.0 Architecture
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VSRX Benefits and Use Cases

VvSRX on standard x86 servers enables you to quickly introduce new services, deliver customized
services to customers, and scale security services based on dynamic needs. vSRX is ideal for public,

private, and hybrid cloud environments.

Some of the key benefits of vSRX in a virtualized private or public cloud multitenant environment

include:
o Stateful firewall protection at the tenant edge

e Faster deployment of virtual firewalls into new sites

e Ability to run on top of various hypervisors and public cloud infrastructures

2300161
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e Full routing, VPN, core security, and networking capabilities
e Application security features (including IPS and App-Secure)
e Content security features (including Anti Virus, Web Filtering, Anti Spam, and Content Filtering)

e Centralized management with Junos Space Security Director and local management with J-Web
Interface

e Juniper Networks Sky Advanced Threat Prevention (Sky ATP) integration

vSRX on VMWare ESXi deployment

VMware vSphere is a virtualization environment for systems supporting the x86 architecture. VMware
ESXi® is the hypervisor used to create and run virtual machines (VMs) and virtual appliances on a host
machine. The VMware vCenter Server® is a service that manages the resources of multiple ESXi hosts.

The VMware vSphere Web Client is used to deploy the vSRX VM.

Figure 16 on page 108 shows an example of how vSRX can be deployed to provide security for
applications running on one or more virtual machines. The vSRX virtual switch has a connection to a
physical adapter (the uplink) so that all application traffic flows through the vSRX VM to the external
network.

Figure 16: Example of vSRX Deployment




VvSRX Scale Up Performance

Table 20 on page 109 shows the vSRX scale up performance based on the number of vCPUs and vVRAM
applied to a vVSRX VM. The table outlines the Junos OS release in which a particular software
specification for deploying vSRX on VMware was introduced. You will need to download a specific Junos
OS release to take advantage of certain scale up performance features.

Table 20: vSRX Scale Up Performance

vCPUs VRAM ' NICs Junos OS Release
Introduced

2vCPUs 4GB o SR-IOV (Intel 82599, X520/X540) Junos OS Release
15.1X49-D15 and Junos
e VMNET3 OS Release 17.3R1
S5VCPUs  8GB | o SR-IOV (Intel 82599, X520/X540) Junos OS Release
15.1X49-D70 and Junos
e VMNET3 OS Release 17.3R1
?vCPUs  16GB | o SR-I0V (Mellanox ConnectX-3/ConnectX-3 Pro and Junos OS Release 18.4R1

Mellanox ConnectX-4 EN/ConnectX-4 Lx EN)

NOTE: SR-IOV (Mellanox ConnectX-3/ConnectX-3 Pro and
Mellanox ConnectX-4 EN/ConnectX-4 Lx EN) is required if
you intend to scale the performance and capacity of a vSRX to
9 vCPUs and 16 GB vRAM.

17vCPUs | 32GB ' o 3SR-|OV (Mellanox ConnectX-3/ConnectX-3 Pro and Junos OS Release 18.4R1
Mellanox ConnectX-4 EN/ConnectX-4 Lx EN)

NOTE: SR-IOV (Mellanox ConnectX-3/ConnectX-3 Pro and
Mellanox ConnectX-4 EN/ConnectX-4 Lx EN) is required if
you intend to scale the performance and capacity of a vSRX to
17 vCPUs and 32 GB vRAM.

1vCPU 4GB | SR-IOV on the Mellanox ConnectX-3 and ConnectX-4 family Junos OS Release 21.2R1
adapters.

4 vCPUs 8 GB | SR-IOV on the Mellanox ConnectX-3 and ConnectX-4 family Junos OS Release 21.2R1
adapters.



Table 20: vSRX Scale Up Performance (Continued))

vCPUs VRAM | NICs Junos OS Release
Introduced

8 vCPUs 16GB | SR-IOV on the Mellanox ConnectX-3 and ConnectX-4 family Junos OS Release 21.2R1
adapters.

16 vCPUs @ 32 GB | SR-IOV on the Mellanox ConnectX-3 and ConnectX-4 family Junos OS Release 21.2R1
adapters.

You can scale the performance and capacity of a vSRX instance by increasing the number of vCPUs and
the amount of VRAM allocated to the vSRX. The multi-core vSRX automatically selects the appropriate
vCPUs and vRAM values at boot time, as well as the number of Receive Side Scaling (RSS) queues in the
NIC. If the vCPU and vRAM settings allocated to a vSRX VM do not match what is currently available,
the vSRX scales down to the closest supported value for the instance. For example, if a vSRX VM has 3
vCPUs and 8 GB of VRAM, vSRX boots to the smaller vCPU size, which requires a minimum of 2 vCPUs.
You can scale up a vSRX instance to a higher number of vCPUs and amount of vVRAM, but you cannot
scale down an existing vSRX instance to a smaller setting.

NOTE: The number of RSS queues typically matches with the number of data plane vCPUs of a
vSRX instance. For example, a vSRX with 4 data plane vCPUs should have 4 RSS queues.

VSRX Session Capacity Increase

VvSRX solution is optimized to increase the session numbers by increasing the memory.
With the ability to increase the session numbers by increasing the memory, you can enable vSRX to:

e Provide highly scalable, flexible and high-performance security at strategic locations in the mobile
network.

o Deliver the performance that service providers require to scale and protect their networks.

Run the show security flow session summary | grep maximum command to view the maximum number of
sessions.

Starting in Junos OS Release 18.4R1, the number of flow sessions supported on a vVSRX instance is
increased based on the VRAM size used.



Starting in Junos OS Release 19.2R1, the number of flow sessions supported on a vSRX 3.0 instance is
increased based on the VRAM size used.

Table 21 on page 111 lists the flow session capacity.

Table 21: vSRX and vSRX 3.0 Flow Session Capacity Details

vCPUs Memory Flow Session Capacity
2 4GB 0.5M
2 6 GB 1M
2/5 8 GB 2M
2/5 10GB 2M
2/5 12 GB 25M
2/5 14 GB 3M
2/5/9 16 GB 4M
2/5/9 20GB 6M
2/5/9 24 GB 8M
2/5/9 28 GB 10M
2/5/9/17 32GB 12M
2/5/9/17 40 GB 16 M
2/5/9/17 48 GB 20M

2/5/9/17 56 GB 24 M



Table 21: vSRX and vSRX 3.0 Flow Session Capacity Details (Continued)

vCPUs Memory Flow Session Capacity
2/5/9/17 64 GB 28 M
Release History Table
Release Description
19.2R1 Starting in Junos OS Release 19.2R1, the number of flow sessions supported on a vSRX 3.0

instance is increased based on the VRAM size used.

18.4R1 Starting in Junos OS Release 18.4R1, the number of flow sessions supported on a vSRX instance is
increased based on the VRAM size used.

15.1X49-D70 @ Starting in Junos OS Release 15.1X49-D70 and Junos OS Release 17.3R1, multi-core vSRX
supports scaling vCPUs and GB virtual RAM (vRAM). Additional vCPUs are applied to the data
plane to increase performance.

VMware vSphere
RSS: Receive Side Scaling
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https://www.vmware.com/products/vsphere/gettingstarted.html
https://www.kernel.org/doc/Documentation/networking/scaling.txt

Software Specifications

Table 22 on page 113 lists the system software requirement specifications when deploying vSRX on
VMware. The table outlines the Junos OS release in which a particular software specification for
deploying vSRX on VMware was introduced. You must need to download a specific Junos OS release to
take advantage of certain features.

Table 22: Specifications for vSRX and vSRX 3.0 on VMware

Component Specification Junos OS Release Introduced
Hypervisor VMware ESXi 5.1, 5.5, or 6.0 Junos OS Release 15.1X49-D15 and Junos OS
support Release 17.3R1
VMware ESXi 6.5 Junos OS Release 18.4R1
VMware ESXi 6.5 and 6.7 (vSRX 3.0 only) Junos OS Release 19.3R1
VMware ESXi 7.0 (For vSRX 3.0 only) Junos OS Release 20.1R2
Memory 4GB Junos OS Release 15.1X49-D15 and Junos OS
Release 17.3R1
8GB Junos OS Release 15.1X49-D70 and Junos OS

Release 17.3R1

16 GB Junos OS Release 18.4R1
32GB Junos OS Release 18.4R1
Disk space 16 GB (IDE or SCSI drives) Junos OS Release 15.1X49-D15 and Junos OS

Release 17.3R1

vCPUs 2 vCPUs Junos OS Release 15.1X49-D15 and Junos OS
Release 17.3R1



Table 22: Specifications for vSRX and vSRX 3.0 on VMware (Continued)

Component

vNICs

Specification

5 vCPUs

9 vCPUs

17 vCPUs

Up to 10 vNICs

SR-IOV

NOTE: We recommend the Intel X520/
X540/X710 10 G physical NICs for SR-IOV
support on vSRX. For SR-IOV limitations,
see the Known Behavior section of the
VSRX Release Notes.

VMNET3

NOTE: The Intel DPDK drivers use polling
mode for all vNICs, so the NAPI and
interrupt mode features in VMXNETS3 are
not currently supported.

NOTE: Starting in Junos OS Release
15.1X49-D20, in vSRX deployments using
VMware ESX, changing the default speed
(1000 Mbps) or the default link mode (full
duplex) is not supported on VMXNET3
vNICs.

Junos OS Release Introduced

Junos OS Release 15.1X49-D70 and Junos OS
Release 17.3R1

Junos OS Release 18.4R1

Junos OS Release 18.4R1

Junos OS Release 15.1X49-D15 and Junos OS
Release 17.3R1



Table 22: Specifications for vSRX and vSRX 3.0 on VMware (Continued)

Component

Specification

Starting in Junos OS Release 18.4R1:

e SR-IOV (Mellanox ConnectX-3/
ConnectX-3 Pro and Mellanox ConnectX-4
EN/ConnectX-4 Lx EN) is required if you
intend to scale the performance and
capacity of a VSRX VM to 9 or 17 vCPUs
and 16 or 32 GB vRAM.

NOTE: Mellanox NIC (any ConnectX) cards
are not support on VMWare.

e The DPDK version has been upgraded
from 17.02 to 17.11.2 to support the
Mellanox Family Adapters.

Starting in Junos OS Release 19.4R1, DPDK
version 18.11 is supported on vSRX. With this
feature the Mellanox Connect Network
Interface Card (NIC) on vSRX now supports
OSPF Multicast and VLANSs.

Junos OS Release Introduced

Junos OS Release 18.4R1

Junos OS Release 19.4R1

Table 23 on page 115 lists the specifications on the vSRX 3.0 virtual machine (VM).

Table 23: Specifications for vSRX 3.0 on VMware

vCPU

vRAM ' DPDK  Hugepage VNICs

4G 17.05 @ 2G 2-10

vDisk

20G

Junos OS Release
Introduced

Junos OS Release
18.2R1



Table 23: Specifications for vSRX 3.0 on VMware (Continued)

vCPU vVRAM  DPDK ' Hugepage VNICs vDisk = Junos OS Release
Introduced
5 8G 17.05 | 6G 2-10 20G | Junos OS Release
18.4R1
VvSRX on VMWare supports

VMXNETS3 through DPDK and
PMD, and SR-IQV (82599).

A maximum number of eight
interfaces are supported.

DPDK uses HugePage for improved

performance.
9orl7 32G 18.11 With single-root I/O virtualization Starting in Junos OS
vCPUs over Intel X710/XL710 for Release 19.1R1

improved scalability and
performance.

Hardware Specifications

Table 24 on page 116 lists the hardware specifications for the host machine that runs the vSRX VM.

Table 24: Hardware Specifications for the Host Machine

Component Specification

Host processor type | Intel x86_64 multicore CPU

NOTE: DPDK requires Intel Virtualization VT-x/VT-d support in the CPU. See About Intel
Virtualization Technology.

Virtual network VMXNet3 device or VMware Virtual NIC

adapter
NOTE: Virtual Machine Communication Interface (VMCI) communication channel is

internal to the ESXi hypervisor and the vSRX VM.


http://ark.intel.com/Products/VirtualizationTechnology
http://ark.intel.com/Products/VirtualizationTechnology

Table 24: Hardware Specifications for the Host Machine (Continued))

Component Specification
Physical NIC Support SR-IOV on X710/XL710/XXV710
support on vSRX

3.0 VvSRX3.0 SR-IOV HA on I40E ( X710,X740,X722 and so on) are not supported on VMware.

Starting in Junos OS Release 21.2R1, a vVSRX 3.0 instance deployed on VMware supports
SR-10OV on the Mellanox ConnectX-4 and ConnectX-5 family adapters. For a summary of
VSRX sizes (number of vCPU and amount of vVRAM) that support the Mellanox
ConnectX-4 and ConnectX-5 Family Adapters, see VSRX Scale Up Performance

Chassis Cluster is not supported with SR-IOV interface adapters.

Best Practices for Improving vSRX Performance

Review the following practices to improve vSRX performance.

NUMA Nodes

The x86 server architecture consists of multiple sockets and multiple cores within a socket. Each socket
also has memory that is used to store packets during I/O transfers from the NIC to the host. To
efficiently read packets from memory, guest applications and associated peripherals (such as the NIC)
should reside within a single socket. A penalty is associated with spanning CPU sockets for memory
accesses, which might result in nondeterministic performance. For vSRX, we recommend that all vCPUs
for the vVSRX VM are in the same physical non-uniform memory access (NUMA) node for optimal
performance.

A CAUTION: The Packet Forwarding Engine (PFE) on the vSRX will become unresponsive
if the NUMA nodes topology is configured in the hypervisor to spread the instance’s
vCPUs across multiple host NUMA nodes. vVSRX requires that you ensure that all vCPUs
reside on the same NUMA node.
We recommend that you bind the vSRX instance with a specific NUMA node by setting
NUMA node affinity. NUMA node affinity constrains the vSRX VM resource scheduling
to only the specified NUMA node.

PCI NIC-to-VM Mapping

If the node on which vSRX is running is different from the node to which the Intel PCI NIC is connected,
then packets will have to traverse an additional hop in the QPI link, and this will reduce overall


https://www.juniper.net/documentation/us/en/software/vsrx/vsrx-consolidated-deployment-guide/vsrx-kvm/topics/concept/security-vsrx-kvm-understanding.html#understand-vsrx-with-kvm__d9147e72

throughput. Use the esxtop command to view information about relative physical NIC locations. On some
servers where this information is not available, refer to the hardware documentation for the slot-to-
NUMA node topology.

Interface Mapping for vSRX on VMware

Each network adapter defined for a vSRX is mapped to a specific interface, depending on whether the
vSRX instance is a standalone VM or one of a cluster pair for high availability. The interface names and
mappings in vSRX are shown in Table 25 on page 118 and Table 26 on page 119.

Note the following:
¢ In standalone mode:
o fxp0 is the out-of-band management interface.
e ge-0/0/0 is the first traffic (revenue) interface.
¢ In cluster mode:
e fxp0 is the out-of-band management interface.
e emO is the cluster control link for both nodes.

e Any of the traffic interfaces can be specified as the fabric links, such as ge-0/0/0 for fabO on node
0 and ge-7/0/0 for fab1 on node 1.

Table 25 on page 118 shows the interface names and mappings for a standalone vSRX VM.

Table 25: Interface Names for a Standalone vSRX VM

Network Interface Name in Junos OS
Adapter

1 fxpO

2 ge-0/0/0

3 ge-0/0/1

4 ge-0/0/2

5 ge-0/0/3



Table 25: Interface Names for a Standalone vSRX VM (Continued)

Network Interface Name in Junos OS
Adapter

6 ge-0/0/4

7 ge-0/0/5

8 ge-0/0/6

Table 26 on page 119 shows the interface names and mappings for a pair of vSRX VMs in a cluster (node
0 and node 1).

Table 26: Interface Names for a vSRX Cluster Pair

Network Interface Name in Junos OS
Adapter

1 fxpO (node 0 and 1)

2 emO (node 0 and 1)

3 ge-0/0/0 (node 0)

ge-7/0/0 (node 1)

4 ge-0/0/1 (node 0)
ge-7/0/1 (node 1)

5 ge-0/0/2 (node 0)
ge-7/0/2 (node 1)

6 ge-0/0/3 (node 0)
ge-7/0/3 (node 1)

7 ge-0/0/4 (node 0)
ge-7/0/4 (node 1)



Table 26: Interface Names for a vSRX Cluster Pair (Continued)

Network Interface Name in Junos OS
Adapter
8 ge-0/0/5 (node 0)

ge-7/0/5 (node 1)

VvSRX Default Settings on VMware

VvSRX requires the following basic configuration settings:
¢ Interfaces must be assigned IP addresses.
¢ Interfaces must be bound to zones.

e Policies must be configured between zones to permit or deny traffic.

NOTE: For the management interface, fxp0, VMware uses the VMXNET 3 vNIC and requires
promiscuous mode on the vSwitch.

Table 27 on page 120 lists the factory default settings for the vSRX security policies.

Table 27: Factory Default Settings for Security Policies

Source Zone Destination Zone Policy Action
trust untrust permit

trust trust permit
untrust trust deny

About Intel Virtualization Technology
DPDK Release Notes


http://ark.intel.com/Products/VirtualizationTechnology
http://dpdk.org/doc/guides-1.8/rel_notes/known_issues.html

CHAPTER 6

Install vSRX in VMware
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Install vSRX with VMware vSphere Web Client

The following procedure describes how to install vSRX and connect vSRX interfaces to the virtual
switches for the appropriate applications. Only the vSRX virtual switch has a connection to a physical
adapter (the uplink) so that all application traffic flows through the vSRX VM to the external network.

To install vSRX with the VMware vSphere Web Client:

NOTE: To upgrade an existing vSRX instance, see Migration, Upgrade, and Downgrade in the
VSRX Release Notes.

1. Download the vSRX software package for VMware from the Juniper Networks website.

NOTE: Do not change the filename of the downloaded software image or the installation
will fail.

2. Validate the vSRX .ova file if required. For more information, see Validate the vSRX .ova File for
VMware.

3. Enter the vCenter server hostname or address in your browser (https:/ < jpaddress>:9443) to access
the vSphere Web Client, and log in to the vCenter server with your credentials.

4. Select a host or other valid parent for a virtual machine and click Actions > All vCenter Actions >
Deploy OVF Template.


https://www.juniper.net/support/downloads/?p=vsrx#sw

NOTE: The Client Integration Plug-in must be installed before you can deploy OVF
templates (see your VMware documentation).

5. Click Browse to locate the vSRX software package, and then click Next.

6. Click Next in the OVF Template Details window.

7. Click Accept in the End User License Agreement window, and then click Next.

8. Change the default vSRX VM name in the Name box and click Next. It is advisable to keep this
name the same as the hostname you intend to give to the VM.

9. In the Datastore window, do not change the default settings for:

e Datastore

e Available Space

Table 28 on page 122 lists the disk formats available to store the virtual disk. You can choose one of

the three options listed.

NOTE: For detailed information on the disk formats, see Virtual Disk Provisioning.

Table 28: Disk Formats for Virtual Disk Storage

Disk Format

Thick Provision Lazy
Zeroed

Thick Provision Eager
Zeroed

Thin Provision

Description

Allocates disk space to the virtual disk without erasing the previously stored data.
The previous data is erased when the VM is used for the first time.

Erases the previously stored data completely and then allocates the disk space to
the virtual disk. Creation of disks in this format is time consuming.

Allocates only as much datastore space as the disk needs for its initial operations.
Use this format to save storage space.

10. Select a datastore to store the configuration file and virtual disk files in OVF template, and then

click Next.


http://pubs.vmware.com/vsphere-50/index.jsp?topic=%2Fcom.vmware.vsphere.vm_admin.doc_50%2FGUID-4C0F4D73-82F2-4B81-8AA7-1DD752A8A5AC.html

11.

12.

13.

Select your management network from the list, and then click Next. The management network is
assigned to the first network adapter, which is reserved for the management interface (fxpO).

Click Finish to complete the installation.

Open the Edit Settings page of the vSRX VM and select a virtual switch for each network adapter.
Three network adapters are created by default. Network adapter 1 is for the management network
(fxp0). To add a fourth adapter, select Network from New device list at the bottom of the page. To
add more adapters, see Add vSRX Interfaces.



In Figure 17 on page 124, network adapter 2 uses the management network for the uplink to the

external network.

Figure 17: vSRX Edit Settings Page
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14. Enable promiscuous mode for the management virtual switch:

a. Select the host where the vSRX VM is installed, and select Manage > Networking > Virtual

switches.

124



b. In the list of virtual switches, select vSwitchO to view the topology diagram for the management
network connected to network adapter 1.

c. Click the Edit icon at the top of the list, select Security, and select Accept next to Promiscuous
mode. Click OK.

NOTE: vSwitch1 corresponds to network adapter 2, vSwitch2 corresponds to network
adapter 3, and so on.

15. Enable hardware-assisted virtualization to optimize performance of the vSRX Routing Engine that
runs in a nested VM:

a. Power off the vSRX VM.
b. Right-click on the vSRX VM and select Edit Settings.

¢. On the Virtual Hardware tab, expand CPU, select Expose hardware-assisted virtualization to
guest OS, and click OK.

On the Manage tab, select Settings > VM Hardware and expand CPU to verify that the Hardware
virtualization option is shown as Enabled.

NOTE: The default vSRX VM login ID is root with no password. By default, vSRX is assigned a
DHCP-based IP address if a DHCP server is available on the network.

Using Virtual NUMA
Virtual Machine vCPU and vNUMA Rightsizing

Load an Initial Configuration on a vSRX with VMware
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Create a VSRX Bootstrap ISO Image | 129


https://pubs.vmware.com/vsphere-51/index.jsp?topic=%2Fcom.vmware.vsphere.resmgmt.doc%2FGUID-17B629DE-75DF-4C23-B831-08107007FBB9.html
https://blogs.vmware.com/performance/2017/03/virtual-machine-vcpu-and-vnuma-rightsizing-rules-of-thumb.html

Upload an ISO Image to a VMWare Datastore | 130
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Starting in Junos OS Release 15.1X49-D40 and Junos OS Release 17.3R1, you can use a mounted ISO
image to pass the initial startup Junos OS configuration to a vVSRX VM. This ISO image contains a file in
the root directory called juniper.conf. The configuration file uses curly brackets ({) and indentation to
display the hierarchical structure of the configuration. Terminating or leaf statements in the
configuration hierarchy are displayed with a trailing semicolon (;) to define configuration details, such as
root password, management IP address, default gateway, and other configuration statements.

NOTE: The juniper.conf file must be in the format same as displayed using show configuration
command and it cannot be in set command format.

The process to bootstrap a vSRX VM with an ISO configuration image is as follows:
1. Create the juniper.conf configuration file with your Junos OS configuration.

An example of a juniper.conf file follows.

system {
host-name iso-mount-test;
root-authentication {
encrypted-password "$5$wCXP/Ma4$agMIBhy82.wI6431ijb73yHKKI9TXApPYcGKKn.PjpA8" ; ##
SECRET-DATA
}
login {
user regress {
uid 2001;
class super-user;
authentication {
encrypted-password "$6$FGIM2YEb
$KTGIehvNtIMF . u3ESWGB1aSQeXrSeg6zoCWZwaDEM6VNmWb8DAWsprNXyKZeW6M3KErFFTFtAuNpGjDjfwX4t. " ;
SECRET-DATA

}

services {
ssh {



root-login allow;

}
telnet;
web-management {
http {
interface fxp0.0;
}
}
}
syslog {
user x {
any emergency;
}
file messages {
any any;
authorization info;
}
file interactive-commands {
interactive-commands any;
}
}
license {
autoupdate {
url https://ael.juniper.net/junos/key_retrieval;
}
}
}
security {

forwarding-options {

family {
inet6 {
mode flow-based;
}
}
}
policies {
default-policy {
permit-all;
}
}
zones {

security-zone AAA {

interfaces {



all;

}
}
}
}
interfaces {
ge-0/0/0 {
vlan-tagging;
unit 0 {
vlan-id 77;
family inet {
address 10.1.1.0/24 {
arp 10.1.1.10 mac 00:10:12:34:12:34;
}
}
}
}
ge-0/0/1 {
vlan-tagging;
unit 0 {
vlan-id 1177;
family inet {
address 10.1.1.1/24 {
arp 10.1.1.10 mac 00:10:22:34:22:34;
}
}
}
}
fxpo {
unit 0 {
family inet {
address 192.168.70.9/19;
}
}
}
}
routing-options {
static {

route 0.0.0.0/0 next-hop 192.168.64.1;



2. Create an ISO image that includes the juniper.conf file.
3. Mount the ISO image to the vSRX VM.

4. Boot or reboot the vSRX VM. vSRX will boot using the juniper.conf file included in the mounted ISO
image.

5. Unmount the ISO image from the vSRX VM. To unmount the ISO image see Dismount ISO Image
from VM.

NOTE: If you do not unmount the ISO image after the initial boot or reboot, all subsequent
configuration changes to the vSRX are overwritten by the ISO image on the next reboot.

Create a vVSRX Bootstrap ISO Image
This task uses a Linux system to create the ISO image.
To create a vSRX bootstrap ISO image:

1. Create a configuration file in plaintext with the Junos OS command syntax and save in a file called
juniper.conf.

2. Create a new directory.

host0S$ mkdir iso_dir

3. Copy juniper.conf to the new ISO directory.

host0S$ cp juniper.conf iso_dir

NOTE: The juniper.conf file must contain the full vSRX configuration. The ISO bootstrap
process overwrites any existing vSRX configuration.


https://communities.vmware.com/docs/DOC-13371
https://communities.vmware.com/docs/DOC-13371

4. Use the Linux mkisofs command to create the ISO image.

host0S$ mkisofs -1 -o test.iso iso_dir

I: -input-charset not specified, using utf-8 (detected in locale settings)
Total translation table size: 0

Total rockridge attributes bytes: @

Total directory bytes: 0

Path table size(bytes): 10

Max brk space used 0

175 extents written (0 MB)

NOTE: The -1 option allows for a long filename.

SEE ALSO

Linux mkisofs command

Upload an ISO Image to a VMWare Datastore
To upload an ISO image to a datastore:

1. On the VMware vSphere Web Client, select the datastore you want to upload the file to.
2. Select the folder where you want to store the file and click Upload a File from the task bar.

3. Browse to the file on your local computer and click Upload.

Optionally, refresh the datastore to see the new file.

Provision vSRX with an ISO Bootstrap Image on VMWare
To provision a vSRX VM with an ISO bootstrap image:

From VMware vSphere client, select the host server where the vSRX VM resides.
Right-click the vSRX VM and select Edit Settings. The Edit Setting dialogue box appears.
Select the Hardware tab and click Add. The Add Hardware dialog box opens.

Select the CD/DVD drive and click Next.

Select Use ISO image and click Next.

U T o A o

Click Datastore ISO File, browse to your boostrap ISO image, and click Next.


https://linuxcommand.org/

10.

11.
12.
13.
14.

Click Next and Finish to save this setting.
Click OK to save this CD drive to the VM.
Right-click the vSRX VM and select Power>Power On to boot the vSRX VM.

After the vSRX boots, verify the configuration and then select Power> Power down to shut down
the vSRX so you can remove the ISO image.

Select the CD/DVD drive from the Hardware tab in the VMWare vSphere client.

Select the CD drive for the ISO file and click Remove to remove your boostrap ISO image.
Click OK to save this setting.

Right-click the vSRX VM and select Power>Power On to boot the vSRX VM.

Release History Table

Release Description
15.1X49- Starting in Junos OS Release 15.1X49-D40 and Junos OS Release 17.3R1, you can use a mounted
D80 ISO image to pass the initial startup Junos OS configuration to a vSRX VM. This ISO image contains

a file in the root directory called juniper.conf. The configuration file uses curly brackets ({) and
indentation to display the hierarchical structure of the configuration. Terminating or leaf
statements in the configuration hierarchy are displayed with a trailing semicolon (;) to define
configuration details, such as root password, management IP address, default gateway, and other
configuration statements.

‘ Linux mkisofs command

Validate the vSRX .ova File for VMware

The vSRX open virtual application (OVA) image is securely signed. You can validate the OVA image, if
necessary, but you can install or upgrade vSRX without validating the OVA image.

Before you validate the OVA image, ensure that the Linux/UNIX PC or Windows PC on which you are
performing the validation has the following utilities available: tar, openssl, and ovftool. See the OVF Tool
Documentation for details about the VMware Open Virtualization Format (OVF) tool, including a

Software Download link.

To validate the OVA image on a Linux machine:

1. Download the vSRX OVA image and the Juniper Networks Root certificate file

(JuniperRootRSACA.pem) from the vSRX Juniper Networks Software Download page.


https://linuxcommand.org/
https://www.vmware.com/support/developer/ovf/
https://www.vmware.com/support/developer/ovf/
https://www.juniper.net/support/downloads/?p=vsrx#sw

NOTE: You need to download the Juniper Networks Root certificate file only once; you can
use the same file to validate OVA images for future releases of vSRX.

. (Optional) If you downloaded the OVA image and the certificate file to a PC running Windows, copy
the two files to a temporary directory on a PC running Linux or UNIX. You can also copy the OVA
image and the certificate file to a temporary directory (/var/tmp or /tmp) on a vSRX node.

Ensure that the OVA image file and the Juniper Networks Root certificate file are not modified during
the validation procedure. You can do this by providing write access to these files only to the user
performing the validation procedure. This is especially important if you use an accessible temporary
directory, such as /tmp or /var/tmp, because such directories can be accessed by several users. Take
precautions to ensure that the files are not modified by other users during the validation procedure.

. Navigate to the directory containing the OVA image.
-bash-4.1$ Is

JuniperRootCA.pem junos-vsrx-15.1X49-DXX.4-domestic.ova

. Unpack the OVA image by running the following command: tar xf ova-filename

where ova-filename is the filename of the previously downloaded OVA image.
-bash-4.1$ mkdir tmp
-bash-4.1$ cd tmp

-bash-4.1$ tar xf ../junos-vsrx-15.1X49-DXX.4-domestic.ova

. Verify that the unpacked OVA image contains a certificate chain file (certchain.pem) and a signature
file (vsrx.cert).

-bash-4.1% Is

certchain.pem junos-vsrx-15.1X49-DXX.4-domestic.cert junos-vsrx-15.1X49-DXX.4-domestic-
diskl.vmdk junos-vsrx-15.1X49-DXX.4-domestic.mf junos-vsrx-15.1X49-DXX.4-domestic.ovf

. Validate the unpacked OVF file (extension .ovf) by running the following command: ovftool ovf-
filename

where ovf-filenameis the filename of the unpacked OVF file contained within the previously
downloaded OVA image.



-bash-4.1$ /usr/lib/vmware-ovftool/ovftool junos-vsrx-15.1X49-DXX.4-domestic.ovf

OVF version: 1.0

VirtualApp: false

Name: VSRX
Version: JUNOS 15.1
Vendor: Juniper Networks Inc.

Product URL:

https://www. juniper.net/us/en/products-services/software/security/vsrxseries/
Vendor URL: https://www. juniper.net/
Download Size: 227.29 MB

Deployment Sizes:
Flat disks: 2.00 GB
Sparse disks: 265.25 MB

Networks:
Name: VM Network

Description: The VM Network network

Virtual Machines:
Name: Juniper Virtual SRX
Operating System:  freebsdguest
Virtual Hardware:
Families: vmx-07
Number of CPUs: 2

Cores per socket: 1

Memory: 2.00 GB
Disks:
Index: 0
Instance ID: 5
Capacity: 2.00 GB
Disk Types: IDE
NICs:
Adapter Type: E1000
Connection: VM Network

Adapter Type: E1000
Connection: VM Network



Deployment Options:

Id: 2GvRAM
Label: 2G VRAM
Description:

2G Memory

7. Validate the signing certificate with the Juniper Networks Root CA file by running the following
command:

openssl verify -CAfile JuniperRootRSACA.pem -untrusted Certificate-Chain-File Signature-file

where JuniperRootRSACA.pem is the Juniper Networks Root CA file, Certificate-Chain-Fileis the
filename of the unpacked certificate chain file (extension .pem) and Signature-file is the filename of
the unpacked signature file (extension .cert).

-bash-4.1$ openssl verify -CAfile ../JuniperRootCA.pem -untrusted certchain.pem junos-
vsrx-15.1X49-DXX.4-domestic.cert

junos-vsrx-15.1X49-DXX.4-domestic.cert: OK

8. (Optional) If you encounter validation issues with the OVA image:

a. Determine if the contents of the OVA image have been modified. If the contents have been
modified, download the OVA image from the vSRX downloads page.

b. Determine whether the Juniper Networks Root CA file is corrupted or modified. If it was
corrupted or modified, download the certificate file from the vSRX downloads page.

¢. Retry the preceding validation steps using one or both new files.
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The network adapter for each interface uses SR-IOV or VMXNET 3 as the adapter type. The first
network adapter is for the management interface (fxp0) and must use VMXNET 3. All additional
network adapters should have the same adapter type. The three network adapters created by default
use VMXNET 3.

NOTE: Starting in Junos OS Release 18.4R1:

e SR-1I0V (Mellanox ConnectX-3/ConnectX-3 Pro and Mellanox ConnectX-4 EN/ConnectX-4
Lx EN) is required if you intend to scale the performance and capacity of a vSRX VM to 9 or
17 vCPUs and 16 or 32 GB vRAM.

e The DPDK version has been upgraded from 17.02 to 17.11.2 to support the Mellanox Family
Adapters .



Starting in Junos OS Release 19.4R1, DPDK version 18.11 is supported on vSRX. With this
feature the Mellanox Connect Network Interface Card (NIC) on vSRX now supports OSPF
Multicast and VLANS.

The network adapters are mapped sequentially to the vSRX interfaces, as shown in Requirements for
VSRX on VMware.

NOTE: If you have used the interface mapping workaround required for prior Junos releases, you
do not need to make any changes when you upgrade to Junos Release 15.1X49-D70 for vSRX.

The following procedures describe how to add more network adapters:

Add SR-IOV Interfaces

SR-IQV interfaces must be added as PCI devices on VMware. To add an SR-IOV interface as a PCI
Device, you must first select an available Virtual Function (VF) on the device.

Use the following procedure to locate available VFs and add PCI devices:

1. To locate one or more VFs:

a. Use SSH to log in to the ESXi server and enter the following command to view the VFs for vmnicé
(or another vNIC):

# esxcli network sriovnic vf list -n vmnic6

VF ID Active PCI Address Owner World ID

true 005:16 982641
true 005:16 982641
true 005:16 982641

0 0
1 2
2 4
3 false 005:16.6 =
4 0
5 2
6 4 =

Choose one or more VF IDs that are not active, such as 3 through 6. Note that a VF assigned to a
VM that is powered off is shown as inactive.



b. Enter the 1spci command to view the VF number of the chosen VF IDs. In the following example,
find the entry that ends with [vmnicé], scroll down to the next entry ending in VF_3, and note the
associated VF number 05:10.6. Note that the next VF_3 entry is for vmnic7.

# Ispci

0000:05:00.0 Network controller: Intel Corporation 82599EB 10-Gig ... [vmnic6]
0000:05:00.1 Network controller: Intel Corporation 82599EB 10-Gig ... [vmnic7]
0000:05:10.0 Network controller: Intel Corporation 82599 Ethernet Controller Virtual
Function [PF_0.5.0_VF_0]

0000:05:10.1 Network controller: Intel Corporation 82599 Ethernet Controller Virtual
Function [PF_0.5.1_VF_0]

0000:05:10.2 Network controller: Intel Corporation 82599 Ethernet Controller Virtual
Function [PF_0.5.0_VF_1]

0000:05:10.3 Network controller: Intel Corporation 82599 Ethernet Controller Virtual
Function [PF_0.5.1_VF_1]

0000:05:10.4 Network controller: Intel Corporation 82599 Ethernet Controller Virtual
Function [PF_0.5.0_VF_2]

0000:05:10.5 Network controller: Intel Corporation 82599 Ethernet Controller Virtual
Function [PF_0.5.1_VF_2]

0000:05:10.6 Network controller: Intel Corporation 82599 Ethernet Controller Virtual

Function [PF_0.5.0_VF_3] ----- VF ID 3 on vmnic6, with VF number 05:10.6.
0000:05:10.7 Network controller: Intel Corporation 82599 Ethernet Controller Virtual
Function [PF_0.5.1_VF_3] ----- VF ID 3 on vmnic7.

2. To add SR-IOV interfaces to the vSRX VM:

a. Power off the vSRX VM and open the Edit Settings page. By default there are three network
adapters using VMXNET 3.

b. Add one or more PCI devices on the Virtual Hardware page. For each device, you must select an
entry with an available VF number from Step 1. For example:

05:10.6 | Intel Corporation 82599 Ethernet Controller Virtual Function

c. Click OK and open the Edit Settings page to verify that the new network adaptors are shown on
the Virtual Hardware page (one VMXNET 3 network adapter and up to nine SR-IOV interfaces as
PCI devices).

To view the SR-IOV interface MAC addresses, select the VM Options tab, click Advanced in the
left frame, and then click Edit Configuration. In the parameters pciPassthruN.generatedMACAddress, N
indicates the PCl device number (0 through 9).



d. Power on the vSRX VM and log in to the VM to verify that VMXNET 3 network adapter 1 is
mapped to fxp0, PCI device O is mapped to ge-0/0/0, PCI device 1 is mapped to ge-0/0/1, and so
on.

NOTE: A vSRX VM with SR-IQV interfaces cannot be cloned. You must deploy a new vSRX VM
and add the SR-IOV interfaces as described here.

Add VMXNET 3 Interfaces

Use the following procedure to add VMXNET 3 interfaces:

1. Power off the vSRX VM and open the Edit Settings page on vSphere Web Client.

2. Add network adapters on the Virtual Hardware page. For each network adapter, select Network from
New device list at the bottom of the page, expand New Network, and select VMXNET 3 as the
adapter type.

3. Click OK and open the Edit Settings page to verify that the new network adaptors are shown on the
Virtual Hardware page.

4. Power on the VSRX VM and log in to the VM to verify that network adapter 1 is mapped to fxpO,
network adapter 2 is mapped to ge-0/0/0, and so on. Use the show interfaces terse CLI command to
verify that the fxpO and ge-0/0/n interfaces are up.

Upgrade a Multicore vSRX with VMware
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Starting in Junos OS Release 15.1X49-70 and Junos OS Release 17.3R1, you can scale the performance
and capacity of a vSRX instance by increasing the number of vCPUs and the amount of vRAM allocated
to the VSRX. See Requirements for vSRX on VMware for the software requirement specifications of a
VSRX VM.



NOTE: You cannot scale down the number of vCPUs or decrease the amount of vVRAM for an
existing VSRX VM.

Power Down vSRX VM with VMware vSphere Web Client

In situations where you want to modify the vSRX VM XML file, you need to completely shut down vSRX
and the associated VM.

To gracefully shutdown the vSRX instance with VMware vSphere Web Client:

1. Enter the vCenter server hostname or address in your browser (https:/ <ipaddress>:9443) to access
the vSphere Web Client, and log in to the vCenter server with your credentials.

2. Check the vSRX VM you want to power off.
3. Select Open Console to open a console window to the VSRX VM.
4. From the vSRX console, reboot the vSRX instance.
vsrx# request system power-off.
Upgrade a Multicore vSRX with VMware vSphere Web Client
You must power down the vSRX VM before you can update the vCPU and vVRAM values for the VM.

To scale up the vSRX VM to a higher number of vCPUs or to an increased amount of vRAM:

1. On VMware vSphere Web Client, Select Edit Settings to open the powered down vSRX VM to open
the virtual machine details window.

2. Select Memory and set the vRAM to the desired size.
3. Select Processor and set the number of vCPUs. Click OK.
4. Click Power On. The VM manager launches the vSRX VM with the new vCPU and vVRAM settings.

NOTE: vSRX scales down to the closest supported value if the vCPU or vRAM settings do not
match what is currently available.

Optimize Performance of vSRX

To optimize performance of vSRX on VMware:

1. For memory, select the NUMA node that line cards connect to.
2. For the CPU:

a. Disable hyper-threading.



b. Select CPUs on the selected NUMA node.
c. Select n sockets and each socket has one core.
d. Reserve the CPU resource.
3. For the TX thread:
e Configure a separate ESXi transmit thread per vNIC.
¢ Place transmit threads on the same NUMA node.

4. For vNICs, use either 2 vNICs or 4 vNICs if you want to scale the performance of the vSRX VM.

Release History Table

Release Description

15.1X49-D70 @ Starting in Junos OS Release 15.1X49-70 and Junos OS Release 17.3R1, you can scale the
performance and capacity of a VSRX instance by increasing the number of vCPUs and the amount
of vRAM allocated to the vSRX.

Automate the Initialization of vSRX 3.0 Instances on VMware Hypervisor
using VMware Tools
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Open VM Tools is a set of services and modules that enhances the performance and user experience of
vSRX. With this service, several features in VMware products are enabled for better management and
easy user interactions with the guest OS. It includes kernel modules for enhancing the performance of
virtual machines running Linux or other VMware-supported Unix-like guest operating systems. vSRX
3.0 supports VMware tools starting from Junos OS Release 20.2R1.

VMware Tools includes these components:

e VMware Tools Service

o VMware device Drivers

e VMware user process

¢ VMware Tools Control Panel

vSRX 3.0 runs on FreeBSD 11.x and later. FreeBSD 12 supports VMware open-vm-tools-10.3.0.

The VMware tools (binaries and libraries) are packaged into the vSRX image file and allow VM instances
to query information from hypervisor and then set or use such information. by the VM instance itself.

During VM instance booting time, the boot-up script will look for Open Virtualization Format (OVF)
settings or the machine ID setting. If the OVF settings are enabled, then the related VM CLI
configurations are configured and the VM instance will use this CLI configuration when the VM instance
is first powered on. We support autoconfiguration of hostname, IP address, gateway, DHCP, and DHCP
server.

Benefits of VMware Tools for Autoconfiguration

e Execute VMware-provided or user configured scripts in guest OS during various power operations.
o Collect network, disk, and memory usage information from the guest periodically.

e Generate heartbeat from guests to hosts to determine guests' availability.

e Enable Time synchronization between a host and guest

¢ Allows File transfer between a host and guest

e Provides improved memory management and network performance

e Supports general mechanisms and protocols for communication between host and guests and from
guest to guest

¢ Allows you to customize guest operating systems immediately after powering on virtual machines.



Provision VMware Tools for Autoconfiguration

There are 3 methods to make VMware tools support setting key-value are:

Set the VM options of parameter machine ID for each key.
Set vApp options of OVF property for each key.

Edit the *.ova package file to add the property for each key.

Use one of the methods to set the key-value.

If you want to change any VM parameters, use the VMware GUI. When VMWare hypervisor powers on
the VM instance, Open VMTool source code provides the functionality for the VM instance to query

parameters from the hypervisor.

To set the VM options of parameter machine ID for settings keys:

1.

On the VMware ESXi vCenter server, access the VM on vSphere Web client (FLEX or HTMLS5), go to
Edit Virtual Machine Setting ->VM Options->Advanced, and then on the Configuration Parameters
tab, click Edit Configuration.

On the Configuration Parameters page, add a new parameter with Name and Value for each key.

NOTE: For fxpO IP address configuration, you can configure a key-value pair with a set of IP
address or gateway, a set of DHCP address or DHCP server, or both. When you set both
DHCP has higher priority over IP address.

Add the parameter by selecting Add and then click OK.

4. Verify the configurations by validating the configurations on the instance, verify the configuration of

fxpO and default routes using the show interfaces terse fxpd command, or by checking the log files
at /var/log/setup_config.log. Log files at /var/log/setup_config.log provide you the debugging
messages, any syntax error, IP validation, the CLI configuration, and so on.

To set the vApp options of OVF property for each key:

1.

On the VMware ESXi vCenter server, access the VM on vSphere Web client (FLEX), go to Edit Virtual
Machine Setting ->vApp Options->OVF setting, and under OVF environment transparent tab , select
VMWare Tools.

Go to Edit Virtual Machine Setting->vApp Options->Properties and edit each key value.

To verify the configuration login and power-on for the first time as root and without password, verify
the fxp0O and DHCP bindings or check the log files at /var/log/vmware_ovf.info and /var/log/
setup_config.log.

To edit the OVF package file instructions:



. Untar the *.ova. in the *.ova file. There are three files: *.ovf,*.mf, and *.vmdk.
. Edit the *.ovf file to add some property for each key value under the production section.

. To verify the configuration, deploy the vSRX 3.0 from vCenter server Web client and check the
properties set for each key value or check the log files at /var/log/vmware_ovf.info and /var/log/

setup_config.log.



CHAPTER 8

Configure vSRX Chassis Clusters in VMware
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Chassis Cluster Overview

Prerequisites

Ensure that your vSRX instances comply with the following prerequisites before you enable chassis
clustering:

e Use show version in Junos OS to ensure that both vSRX instances have the same software version.

e Use show system license in Junos OS to ensure that both vSRX instances have the same licenses
installed.

Chassis cluster groups a pair of the same kind of vSRX instances into a cluster to provide network node
redundancy. The devices must be running the same Junos OS release. You connect the control virtual



interfaces on the respective nodes to form a contro/ plane that synchronizes the configuration and Junos
OS kernel state. The control link (a virtual network or vSwitch) facilitates the redundancy of interfaces
and services. Similarly, you connect the data p/ane on the respective nodes over the fabric virtual
interfaces to form a unified data plane. The fabric link (a virtual network or vSwitch) allows for the
management of cross-node flow processing and for the management of session redundancy.

The control plane software operates in active/passive mode. When configured as a chassis cluster, one
node acts as the primary device and the other as the secondary device to ensure stateful failover of
processes and services in the event of a system or hardware failure on the primary device. If the primary
device fails, the secondary device takes over processing of control plane traffic.

NOTE: If you configure a chassis cluster on vSRX nodes across two physical hosts, disable igmp-
snooping on the bridge that each host physical interface belongs to that the control vNICs use.
This ensures that the control link heartbeat is received by both nodes in the chassis cluster.

The chassis cluster data plane operates in active/active mode. In a chassis cluster, the data plane
updates session information as traffic traverses either device, and it transmits information between the
nodes over the fabric link to guarantee that established sessions are not dropped when a failover occurs.
In active/active mode, traffic can enter the cluster on one node and exit from the other node.

Chassis cluster functionality includes:

e Resilient system architecture, with a single active control plane for the entire cluster and multiple
Packet Forwarding Engines. This architecture presents a single device view of the cluster.

e Synchronization of configuration and dynamic runtime states between nodes within a cluster.
e Monitoring of physical interfaces, and failover if the failure parameters cross a configured threshold.

e Support for generic routing encapsulation (GRE) and IP-over-IP (IP-IP) tunnels used to route
encapsulated IPv4 or /Pvé traffic by means of two internal interfaces, gr-0/0/0 and ip-0/0/0,
respectively. Junos OS creates these interfaces at system startup and uses these interfaces only for
processing GRE and IP-IP tunnels.

At any given instant, a cluster node can be in one of the following states: hold, primary, secondary-hold,
secondary, ineligible, or disabled. Multiple event types, such as interface monitoring, Services Processing
Unit (SPU) monitoring, failures, and manual failovers, can trigger a state transition.

Enable Chassis Cluster Formation

You create two vSRX instances to form a chassis cluster, and then you set the cluster ID and node ID on
each instance to join the cluster. When a vSRX VM joins a cluster, it becomes a node of that cluster.
With the exception of unique node settings and management IP addresses, nodes in a cluster share the
same configuration.



You can deploy up to 255 chassis clusters in a Layer 2domain. Clusters and nodes are identified in the
following ways:

e The cluster /D (a number from 1 to 255) identifies the cluster.
e The node ID(a number from O to 1) identifies the cluster node.

On SRX Series devices, the cluster ID and node ID are written into EEPROM. On the vSRX VM, vSRX
stores and reads the IDs from boot/loader.conf and uses the IDs to initialize the chassis cluster during
startup.

The chassis cluster formation commands for node 0 and node 1 are as follows:

e On VvSRX node O:

user@vsrx0>set chassis cluster cluster-id number node 0 reboot

e On VvSRX node 1:

user@vsrx1>set chassis cluster cluster-id number node 1 reboot

The vSRX interface naming and mapping to vNICs changes when you enable chassis clustering. Use
the same cluster ID number for each node in the cluster.

NOTE: When using multiple clusters that are connected to the same L2 domain, a unique cluster-
id needs to be used for each cluster. Otherwise you may get duplicate mac addresses on the
network, because the cluster-id is used to form the virtual interface mac addresses.

After reboot, on node O, configure the fabric (data) ports of the cluster that are used to pass real-time
objects (RTOs):

° user@vsrx0# set interfaces fab@ fabric-options member-interfaces ge-0/0/0
user@vsrx@# set interfaces fab1l fabric-options member-interfaces ge-7/0/0

Chassis Cluster Quick Setup with J-Web

To configure chassis cluster from J-Web:

1. Enter the vSRX node O interface IP address in a Web browser.
2. Enter the vSRX username and password, and click Log In. The J-Web dashboard appears.



3. Click Configuration Wizards>Chassis Cluster from the left panel. The Chassis Cluster Setup wizard
appears. Follow the steps in the setup wizard to configure the cluster ID and the two nodes in the
cluster, and to verify connectivity.

NOTE: Use the built-in Help icon in J-Web for further details on the Chassis Cluster Setup
wizard.

Manually Configure a Chassis Cluster with J-Web

You can use the J-Web interface to configure the primary node O vSRX instance in the cluster. Once you
have set the cluster and node IDs and rebooted each vSRX, the following configuration will
automatically be synced to the secondary node 1 vSRX instance.

Select Configure>Chassis Cluster>Cluster Configuration. The Chassis Cluster configuration page
appears.

Table 29 on page 147 explains the contents of the HA Cluster Settings tab.

Table 30 on page 149 explains how to edit the Node Settings tab.

Table 31 on page 149 explains how to add or edit the HA Cluster Interfaces table.

Table 32 on page 151 explains how to add or edit the HA Cluster Redundancy Groups table.

Table 29: Chassis Cluster Configuration Page

Field Function

Node Settings

Node ID Displays the node ID.

Cluster ID Displays the cluster ID configured for the node.

Host Name Displays the name of the node.

Backup Router Displays the router used as a gateway while the Routing Engine is in secondary

state for redundancy-group O in a chassis cluster.

Management Interface Displays the management interface of the node.



Table 29: Chassis Cluster Configuration Page (Continued)

Field Function
IP Address Displays the management IP address of the node.
Status Displays the state of the redundancy group.

e Primary-Redundancy group is active.

e Secondary-Redundancy group is passive.

Chassis Cluster>HA Cluster Settings>Interfaces

Name Displays the physical interface name.

Member Interfaces/IP Displays the member interface name or IP address configured for an interface.
Address

Redundancy Group Displays the redundancy group.

Chassis Cluster>HA Cluster Settings>Redundancy Group

Group Displays the redundancy group identification number.

Preempt Displays the selected preempt option.
e True-Primary Role can be preempted based on priority.

e False-Primary Role cannot be preempted based on priority.

Gratuitous ARP Count Displays the number of gratuitous Address Resolution Protocol (ARP) requests
that a newly elected primary device in a chassis cluster sends out to announce
its presence to the other network devices.

Node Priority Displays the assigned priority for the redundancy group on that node. The
eligible node with the highest priority is elected as primary for the redundant
group.



Table 30: Edit Node Setting Configuration Details

Field

Node Settings

Host Name

Backup Router

Destination
IP Adds the destination address. Click Add.
Delete Deletes the destination address. Click Delete.
Interface
Interface Specifies the interfaces available for the router. Select an option.
NOTE: Allows you to add and edit two interfaces for each
fabric link.
IP Specifies the interface IP address. Enter the interface IP address.
Add Adds the interface. Click Add.
Delete Deletes the interface. Click Delete.
Table 31: Add HA Cluster Interface Configuration Details
Field Function Action

Function

Specifies the name of the host.

Displays the device used as a gateway while the Routing
Engine is in the secondary state for redundancy-group O in
a chassis cluster.

Fabric Link > Fabric Link O (fab0)

Action

Enter the name of the host.

Enter the IP address of the
backup router.



Table 31: Add HA Cluster Interface Configuration Details (Continued)

Field

Interface

Add

Delete

Function

Specifies fabric link O.

Adds fabric interface O.

Deletes fabric interface O.

Fabric Link > Fabric Link 1 (fab1)

Interface

Add

Delete

Redundant Ethernet

Interface

Redundancy Group

Add

Delete

Specifies fabric link 1.

Adds fabric interface 1.

Deletes fabric interface 1.

Specifies a logical interface consisting of two
physical Ethernet interfaces, one on each
chassis.

Specifies a redundant Ethernet IP address.

Specifies the redundancy group ID number in
the chassis cluster.

Adds a redundant Ethernet IP address.

Deletes a redundant Ethernet IP address.

Action

Enter the interface IP fabric link O.

Click Add.

Click Delete.

Enter the interface IP for fabric link 1.

Click Add.

Click Delete.

Enter the logical interface.

Enter a redundant Ethernet IP address.

Select a redundancy group from the list.

Click Add.

Click Delete.



Table 32: Add Redundancy Groups Configuration Details

Field

Redundancy Group

Allow preemption of
primaryship

Gratuitous ARP
Count

nodeO priority

nodel priority

Interface Monitor

Interface

Weight

Add

Function

Specifies the redundancy group name.

Allows a node with a better priority to initiate a
failover for a redundancy group.

NOTE: By default, this feature is disabled. When
disabled, a node with a better priority does not
initiate a redundancy group failover (unless some
other factor, such as faulty network connectivity
identified for monitored interfaces, causes a failover).

Specifies the number of gratuitous Address
Resolution Protocol requests that a newly elected
primary sends out on the active redundant Ethernet
interface child links to notify network devices of a
change in primary role on the redundant Ethernet
interface links.

Specifies the priority value of nodeO for a redundancy
group.

Specifies the priority value of node1 for a redundancy
group.

Specifies the number of redundant Ethernet
interfaces to be created for the cluster.

Specifies the weight for the interface to be
monitored.

Adds interfaces to be monitored by the redundancy
group along with their respective weights.

Action

Enter the redundancy group
name.

Enter a value from 1 to 16. The
default is 4.

Enter the node priority number
as 0.

Select the node priority number
as 1.

Select an interface from the list.

Enter a value from 1 to 125.

Click Add.



Table 32: Add Redundancy Groups Configuration Details (Continued)

Field

Delete

IP Monitoring

Weight

Threshold

Retry Count

Retry Interval

Function

Deletes interfaces to be monitored by the
redundancy group along with their respective
weights.

Specifies the global weight for IP monitoring.

Specifies the global threshold for IP monitoring.

Specifies the number of retries needed to declare
reachability failure.

Specifies the time interval in seconds between retries.

IPV4 Addresses to Be Monitored

Weight

Interface

Secondary IP address

Add

Delete

Specifies the IPv4 addresses to be monitored for
reachability.

Specifies the weight for the redundancy group
interface to be monitored.

Specifies the logical interface through which to
monitor this IP address.

Specifies the source address for monitoring packets
on a secondary link.

Adds the IPv4 address to be monitored.

Deletes the IPv4 address to be monitored.

Action

Select the interface from the
configured list and click Delete.

Enter a value from O to 255.

Enter a value from O to 255.

Enter a value from 5 to 15.

Enter a value from 1 to 30.

Enter the IPv4 addresses.

Enter the weight.

Enter the logical interface
address.

Enter the secondary IP address.

Click Add.

Select the IPv4 address from
the list and click Delete.
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Staging and provisioning a vSRX cluster includes the following tasks:

Deploying the VMs and Additional Network Interfaces

The vSRX cluster uses three interfaces exclusively for clustering (the first two are predefined):
e Out-of-band management interface (fxp0).

o Cluster control link (emO).

o Cluster fabric links (fabO and fab1). For example, you can specify ge-0/0/0 as fabO on node0 and
ge-7/0/0 as fab1 on nodel.

Initially, the VM has only two interfaces. A cluster requires three interfaces (two for the cluster and one
for management) and additional interfaces to forward data. You can add interfaces through the VMware
vSphere Web Client.

1. On the VMware vSphere Web Client, click Edit Virtual Machine Settings for each VM to create
additional interfaces.

2. Click Add Hardware and specify the attributes in Table 33 on page 154.


https://www.juniper.net/documentation/en_US/junos15.1x49-d40/information-products/pathway-pages/security/security-chassis-cluster-index.html

Table 33: Hardware Attributes

Attribute Description

Adapter Type Select VMXNET 3 from the list.

Network label Select the network label from the list.

Connect at power on Ensure that there is a check mark next to this option.

Creating the Control Link Connection Using VMware
To connect the control interface through the control vSwitch using the VMware vSphere Web Client:

1. Choose Configuration > Networking.
2. Click Add Networking to create a vSwitch for the control link.

Choose the following attributes:
e Connection Type
e Virtual Machines
e Network Access
e Create a vSphere switch
¢ No physical adapters
e Port Group Properties
e Network Label: HA Control

¢ VLAN ID: None(0)

NOTE: Port groups are not VLANSs. The port group does not segment the vSwitch into
separate broadcast domains unless the domains have different VLAN tags.

e To use a VLAN as a dedicated vSwitch, you can use the default VLAN tag (0) or specify
a VLAN tag.



e To use a VLAN as a shared vSwitch and use a port group, assign a VLAN tag on the port
group for each chassis cluster link.

3. Right-click on the control network, click Edit Settings, and select Security.

4. Set the promiscuous mode to Accept, and click OK, as shown in Figure 18 on page 155.

Figure 18: Promiscuous Mode
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NOTE: You must enable promiscuous mode on the control vSwitch for chassis cluster.

You can use the vSwitch default settings for the remaining parameters.

5. Click Edit Settings for both vSRX VMs to add the control interface (Network adapter 2) into the

control vSwitch.
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See Figure 19 on page 156 for vSwitch properties and Figure 20 on page 157 for VM properties for the
control vSwitch.

Figure 19: Control vSwitch Properties
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Figure 20: Virtual Machine Properties for the Control vSwitch
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The control interface will be connected through the control vSwitch. See Figure 21 on page 157.

Figure 21: Control Interface Connected through the Control vSwitch
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Creating the Fabric Link Connection Using VMware
To connect the fabric interface through the fabric vSwitch using the VMware vSphere Web Client:

1. Choose Configuration > Networking.
2. Click Add Networking to create a vSwitch for the fabric link.

Choose the following attributes:
e Connection Type
e Virtual Machines
e Network Access
e Create a vSphere switch
e No physical adapters
e Port Group Properties
e Network Label: HA Fabric

¢ VLAN ID: None(0)

NOTE: Port groups are not VLANSs. The port group does not segment the vSwitch into
separate broadcast domains unless the domains have different VLAN tags.

e To use a VLAN as a dedicated vSwitch, you can use the default VLAN tag (0) or specify
a VLAN tag.

e To use VLAN as a shared vSwitch and use a port group, assign a VLAN tag on the port
group for each chassis cluster link.

Click Properties to enable the following features:
e General-> Advanced Properties:

e MTU: 9000
e Security-> Effective Polices:

e MAC Address Changes: Accept

e Forged Transmits: Accept

3. Click Edit Settings for both vSRX VMs to add the fabric interface into the fabric vSwitch.
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See Figure 22 on page 159 for vSwitch properties and Figure 23 on page 160 for VM properties for the
fabric vSwitch.

Figure 22: Fabric vSwitch Properties

(2 vwitchd Properties [=F Bom =<
Ports | Network Adapters |
Configuration Summary il Propenies
; i Number of Ports: 120
firtual Machin

—Default Policies

: Promiscuous Mode: Reject
MAC Address Changes: Accept
Forged Transmits: Accept

| Traffic Shaping

. Average Bandwidth: -
Peak Bandwidth: =
Burst Size: -

Failover and Load Balancing
Load Balandnag: Port ID
Metwork Failure Detection: Link status only
Notify Switches: Yes
Failback: Yes
Active Adapters: None
Standby Adapters: Naone
Unused Adapters: None

Add... Edit. ..

Close I Help




Figure 23: Virtual Machine Properties for the Fabric vSwitch
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The fabric interface will be connected through the fabric vSwitch. See Figure 24 on page 161.

Figure 24: Fabric Interface Connected Through the Fabric vSwitch
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Creating the Data Interfaces Using VMware
To map all the data interfaces to the desired networks:

1. Choose Configuration > Networking.
2. Click Add Networking to create a vSwitch for fabric link.

Choose the following attributes:
e Connection Type
e Virtual Machines
o Network Access
e Create a vSphere switch
e No physical adapters
e Port Group Properties

e Network Label: chassis cluster Reth



e VLAN ID: None(0)
Click Properties to enable the following features:
e Security-> Effective Polices:

e MAC Address Changes: Accept

e Forged Transmits: Accept

The data interface will be connected through the data vSwitch using the above procedure.

Prestaging the Configuration from the Console

The following procedure explains the configuration commands required to set up the vSRX chassis
cluster. The procedure powers up both nodes, adds the configuration to the cluster, and allows SSH
remote access.

1. Login as the root user. There is no password.

2. Start the CLI.

root#cli
root@

3. Enter configuration mode.

configure
[edit]
root@#

4. Copy the following commands and paste them into the CLI:

set groups node@ interfaces fxp@ unit @ family inet address 192.168.42.81/24
set groups node@ system hostname vsrx-node@

set groups nodel interfaces fxp@ unit @ family inet address 192.168.42.82/24
set groups nodel system hostname vsrx-nodel

set apply-groups "${node}"

5. Set the root authentication password by entering a cleartext password, an encrypted password, or an

SSH public key string (DSA or RSA).

root@# set system root-authentication plain-text-password

New password: password



Retype new password: password
set system root-authentication encrypted-password "$ABC123"

6. To enable SSH remote access:

user@hostitset system services ssh

7. To enable IPvé:

user@hostitset security forwarding-options family inet6 mode flow-based

This step is optional and requires a system reboot.

8. Commit the configuration to activate it on the device.

user@host#commit

commit complete

9. When you have finished configuring the device, exit configuration mode.

user@host#exit

Connecting and Installing the Staging Configuration

After the vSRX cluster initial setup, set the cluster ID and the node ID, as described in Configure a vSRX
Chassis Cluster in Junos OS.

After reboot, the two nodes are reachable on interface fxpO with SSH. If the configuration is operational,
the show chassis cluster status command displays output similar to that shown in the following sample
output.

vsrx> show chassis cluster status

Cluster ID: 1
Node Priority Status Preempt Manual failover

Redundancy group: @ , Failover count: 1
node® 100 secondary no no

nodel 150 primary no no



Redundancy group: 1 , Failover count: 1
node® 100 secondary no no

nodel 150 primary no no

A cluster is healthy when the primary and secondary nodes are present and both have a priority greater
than O.

Deploy vSRX Chassis Cluster Nodes Across Different ESXi Hosts Using
dvSwitch

Before you deploy the vSRX chassis cluster nodes for ESXi 6.0 (or greater) hosts using distributed virtual
switch (dvSwitch), ensure that you make the following configuration settings from the vSphere Web
Client to ensure that the high-availability cluster control link works properly between the two nodes:

¢ In the dvSwitch switch settings of the vSphere Web Client, disable IGMP snooping for Multicast
filtering mode (see Multicast Snooping on a vSphere Distributed Switch).

e In the dvSwitch port group configuration of the vSphere Web Client, enable promiscuous mode (see
Configure the Security Policy for a Distributed Port Group or Distributed Port).

This chassis cluster method uses the private virtual LAN (PVLAN) feature of dvSwitch to deploy the
VSRX chassis cluster nodes at different ESXi hosts. There is no need to change the external switch
configurations.

On the VMware vSphere Web Client, for dvSwitch, there are two PVLAN IDs for the primary and
secondary VLANSs. Select Community in the menu for the secondary VLAN ID type.


https://pubs.vmware.com/vsphere-65/index.jsp#com.vmware.vsphere.networking.doc/GUID-50AF72D4-F766-4D68-8330-BA15250E4E99.html
https://pubs.vmware.com/vsphere-65/index.jsp#com.vmware.vsphere.networking.doc/GUID-1B96B59A-447A-491E-9E84-E266F3315652.html

Use the two secondary PVLAN IDs for the vSRX control and fabric links. See Figure 25 on page 165 and
Figure 26 on page 166.
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Figure 26: dvPortGroupé Settings
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NOTE: The configurations described above must reside at an external switch to which
distributed switch uplinks are connected. If the link at the external switch supports native VLAN,
then VLAN can be set to none in the distributed switch port group configuration. If native VLAN
is not supported on the link, this configuration should have VLAN enabled.

You can also use regular VLAN on a distributed switch to deploy vSRX chassis cluster nodes at different
ESXi hosts using dvSwitch. Regular VLAN works similarly to a physical switch. If you want to use regular
VLAN instead of PVLAN, disable IGMP snooping for chassis cluster links.

However, use of PVLAN is recommended because:
e PVLAN does not impose IGMP snooping.

e PVLAN can save VLAN IDs.
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NOTE: When the vSRX cluster across multiple ESXi hosts communicates through physical
switches, then you need to consider the other Layer 2 parameters at: https:/kb.juniper.net/
library/CUSTOMERSERVICE/GLOBAL_JTAC/NT21/ LAHAAppNotev4.pdf.


https://kb.juniper.net/library/CUSTOMERSERVICE/GLOBAL_JTAC/NT21/LAHAAppNotev4.pdf
https://kb.juniper.net/library/CUSTOMERSERVICE/GLOBAL_JTAC/NT21/LAHAAppNotev4.pdf
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This section presents an overview of VSRX as deployed in Microsoft Hyper-V.

VvSRX in Microsoft Hyper-V

Microsoft Hyper-V is a hypervisor-based virtualization technology. It provides software infrastructure
and basic management tools that you can use to create and manage a virtualized server computing
environment. This virtualized environment can be used to address a variety of business goals aimed at
improving efficiency and reducing costs. Hyper-V works on x86- and x64-based systems running
Windows.

You deploy a vSRX virtual security appliance on a Microsoft Hyper-V server to provide networking
security features for the virtualized server computing environment. Hyper-V implements isolation of
virtual machines in terms of a partition. The vSRX virtual machine runs in Microsoft Hyper-V as a child
partition.

Note the following for deploying vSRX on a Microsoft Hyper-V server:

e Starting in Junos OS Release 15.1X49-D80 and Junos OS Release 17.3R1, you can deploy the vSRX
only on Microsoft Hyper-V Server 2012 R2 or 2012.



e Starting in Junos OS Release 15.1X49-D100 and Junos OS Release 17.4R1, you can deploy the vSRX

on Microsoft Hyper-V Server 2016.

Figure 27 on page 170 illustrates the deployment of a vSRX in a Hyper-V environment to provide

security for applications running on one or more virtual machines.

Figure 27: vSRX Deployment in Hyper-V
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https://docs.microsoft.com/en-us/windows-server/virtualization/hyper-v/hyper-v-on-windows-server
https://technet.microsoft.com/en-us/library/hh831531(v=ws.11).aspx
https://www.microsoft.com/en-us/cloud-platform/server-virtualization
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This section presents an overview of requirements for deploying a vVSRX instance on Microsoft Hyper-V.

Software Requirements

Table 34 on page 171 lists the software requirements for the vSRX instance on Microsoft Hyper-V.

NOTE: Only the vSRX small flavor is supported on Microsoft Hyper-V. vSRX 3.0 multi-CPU
versions are supported on Microsoft Hyper-V.

Table 34: Specifications for vSRX for Microsoft Hyper-V

Component Specification

Hypervisor e Starting in Junos OS Release 15.1X49-D80 and Junos OS Release 17.3R1, you can deploy
support the vSRX only on Microsoft Hyper-V Server 2012 R2 or 2012.

e Starting in Junos OS Release 15.1X49-D100 and Junos OS Release 17.4R1, you can deploy
the vSRX on Microsoft Hyper-V Server 2016.

Memory 4 GB

Disk space 16 GB (IDE or SCSI drives)



Table 34: Specifications for vSRX for Microsoft Hyper-V (Continued)

Component Specification

vCPUs 2

Virtual 8 Hyper-V specific network adapters
network

adapters

Table 35: Specifications for vSRX 3.0 for Microsoft Hyper-V

Component Specification

Hypervisor Microsoft Hyper-V Windows Server 2016
support

Memory 4 GB

Disk space 18 GB (IDE)

vCPUs 2

Virtual 8 Hyper-V specific network adapters
network

adapters

Starting in Junos OS Release 19.1R1, the vSRX 3.0 instance supports guest OS with 2 vCPUs, 4-GB
virtual RAM, and a 18-GB disk space on Microsoft Hyper-V and Azure for improved performance.

Hardware Requirements

Table 36 on page 173 lists the hardware specifications for the host machine that runs the vSRX VM.



Table 36: Hardware Specifications for the Host Machine

Component Specification
Host memory size Minimum 4 GB
Host processor type x86 or x64-based multicore processor

NOTE: DPDK requires Intel Virtualization VT-x/VT-d support in the
CPU. See About Intel Virtualization Technology.

Gigabit (10/100/1000baseT) Ethernet | Emulates the multiport DEC 21140 10/100TX 100 MB Ethernet
adapter network adapter with one to four network connections.

Best Practices for Improving vSRX Performance

Review the following practices to improve vSRX performance.

NUMA Nodes

The x86 server architecture consists of multiple sockets and multiple cores within a socket. Each socket
also has memory that is used to store packets during I/O transfers from the NIC to the host. To
efficiently read packets from memory, guest applications and associated peripherals (such as the NIC)
should reside within a single socket. A penalty is associated with spanning CPU sockets for memory
accesses, which might result in nondeterministic performance. For vSRX, we recommend that all vCPUs
for the vVSRX VM are in the same physical non-uniform memory access (NUMA) node for optimal
performance.

CAUTION: The Packet Forwarding Engine (PFE) on the vSRX will become unresponsive
A if the NUMA nodes topology is configured in the hypervisor to spread the instance’s

vCPUs across multiple host NUMA nodes. vSRX requires that you ensure that all vCPUs

reside on the same NUMA node.

We recommend that you bind the vSRX instance with a specific NUMA node by setting

NUMA node affinity. NUMA node affinity constrains the vSRX VM resource scheduling

to only the specified NUMA node.


http://ark.intel.com/Products/VirtualizationTechnology

Interface Mapping for vSRX on Microsoft Hyper-V

Each network adapter defined for a vSRX is mapped to a specific interface, depending on whether the
vSRX instance is a standalone VM or one of a cluster pair for high availability.

NOTE: Starting in Junos OS Release 15.1X49-D100 for vSRX, support for chassis clustering to
provide network node redundancy is only available on Microsoft Hyper-V Server 2016.

Note the following:
¢ In standalone mode:
o fxpO0 is the out-of-band management interface.
e ge-0/0/0 is the first traffic (revenue) interface.
¢ In cluster mode:
e fxp0 is the out-of-band management interface.
o emO is the cluster control link for both nodes.

e Any of the traffic interfaces can be specified as the fabric links, such as ge-0/0/0 for fabO on node
0 and ge-7/0/0 for fab1 on node 1.

Table 37 on page 174 shows the interface names and mappings for a standalone vSRX VM.

Table 37: Interface Names for a Standalone vSRX VM

Network Interface Name in Junos OS
Adapter

1 fxpO

2 ge-0/0/0

3 ge-0/0/1

4 ge-0/0/2

5 ge-0/0/3



Table 37: Interface Names for a Standalone vSRX VM (Continued)

Network Interface Name in Junos OS
Adapter

6 ge-0/0/4

7 ge-0/0/5

8 ge-0/0/6

Table 38 on page 175 shows the interface names and mappings for a pair of vSRX VMs in a cluster (node
0 and node 1).

Table 38: Interface Names for a vSRX Cluster Pair

Network Interface Name in Junos OS
Adapter

1 fxpO (node 0 and 1)

2 emO (node 0 and 1)

3 ge-0/0/0 (node 0)

ge-7/0/0 (node 1)

4 ge-0/0/1 (node 0)
ge-7/0/1 (node 1)

5 ge-0/0/2 (node 0)
ge-7/0/2 (node 1)

6 ge-0/0/3 (node 0)
ge-7/0/3 (node 1)

7 ge-0/0/4 (node 0)
ge-7/0/4 (node 1)



Table 38: Interface Names for a vSRX Cluster Pair (Continued)

Network Interface Name in Junos OS
Adapter
8 ge-0/0/5 (node 0)

ge-7/0/5 (node 1)

VvSRX Default Settings on Microsoft Hyper-V

VvSRX requires the following basic configuration settings:

¢ Interfaces must be assigned IP addresses.

o Interfaces must be bound to zones.

e Policies must be configured between zones to permit or deny traffic.

Table 39 on page 176 lists the factory-default settings for security policies on the vSRX.

Table 39: Factory Default Settings for Security Policies

Source Zone Destination Zone Policy Action
trust untrust permit
trust trust permit
untrust trust deny
Release History Table
Release Description
19.1R1 Starting in Junos OS Release 19.1R1, the vSRX 3.0 instance supports guest OS with 2 vCPUs, 4-

GB virtual RAM, and a 18-GB disk space on Microsoft Hyper-V and Azure for improved
performance.

15.1X49-D80 Starting in Junos OS Release 15.1X49-D80 and Junos OS Release 17.3R1, you can deploy the
VSRX only on Microsoft Hyper-V Server 2012 R2 or 2012.
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15.1X49-D100 @ Starting in Junos OS Release 15.1X49-D100 and Junos OS Release 17.4R1, you can deploy the
VSRX on Microsoft Hyper-V Server 2016.

15.1X49-D100 @ Starting in Junos OS Release 15.1X49-D100 for vSRX, support for chassis clustering to provide
network node redundancy is only available on Microsoft Hyper-V Server 2016.

RELATED DOCUMENTATION

KB Article - Interface must be in the same routing instance as the other interfaces in the zone
About Intel Virtualization Technology
DPDK Release Notes


https://kb.juniper.net/InfoCenter/index?page=content&id=KB26775&actp=search
http://ark.intel.com/Products/VirtualizationTechnology
http://dpdk.org/doc/guides-1.8/rel_notes/known_issues.html
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Prepare for vSRX Deployment in Microsoft Hyper-V

Note the following guidelines when deploying vVSRX on a Microsoft Hyper-V server:

Starting in Junos OS Release 15.1X49-D80 and Junos OS Release 17.3R1, you can deploy the vSRX
only on Microsoft Hyper-V Server 2012 R2 or 2012.

Starting in Junos OS Release 15.1X49-D100 and Junos OS Release 17.4R1, you can deploy the vSRX
on Microsoft Hyper-V Server 2016.

Ensure that the host CPU supports a 64-bit x86 Intel processor and is running Windows.

Ensure that you have a user account with administrator permissions to enable the computer to
deploy a vSRX virtual machine (VM) using either Microsoft Hyper-V Manager or Windows
PowerShell.

Create the virtual switches on the Hyper-V host computer necessary to support the fxpO (out-of-
band management) interface and the traffic (revenue) interface supported by the vSRX VM. You
create virtual switches using either the Microsoft Hyper-V Manager or Windows PowerShell. See
Add vSRX Interfaces for details on adding virtual switches for the vSRX VM using the Virtual Switch
Manager.



Figure 28 on page 179 illustrates the deployment of a vSRX in a Hyper-V environment to provide

security for applications running on one or more virtual machines.

Figure 28: Example of vSRX Deployment in Hyper-V
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https://technet.microsoft.com/en-us/windows-server-docs/compute/hyper-v/get-started/create-a-virtual-machine-in-hyper-v
https://technet.microsoft.com/en-us/library/hh846766(v=ws.11).aspx
https://technet.microsoft.com/en-us/windows-server-docs/compute/hyper-v/get-started/create-a-virtual-switch-for-hyper-v-virtual-machines
https://technet.microsoft.com/en-us/windows-server-docs/networking/technologies/hyper-v-virtual-switch/hyper-v-virtual-switch

Deploy vSRX in a Hyper-V Host Using the Hyper-V Manager

Use this procedure to deploy and configure the vSRX as a virtual security appliance in the Hyper-V

environment using Hyper-V Manager.

Note the following for deploying vSRX on a Microsoft Hyper-V server:

Starting in Junos OS Release 15.1X49-D80 and Junos OS Release 17.3R1, you can deploy the vSRX
only on Microsoft Hyper-V Server 2012 R2 or 2012.

Starting in Junos OS Release 15.1X49-D100 and Junos OS Release 17.4R1, you can deploy the vSRX
on Microsoft Hyper-V Server 2016.

NOTE: To upgrade an existing VSRX instance, see Migration, Upgrade, and Downgrade in the
VSRX Release Notes.

To deploy vSRX using Hyper-V Manager:

1.

Download the vSRX software image for Microsoft Hyper-V from the Juniper Networks website. The
vSRX disk image supported by Microsoft Hyper-V is a virtual hard disk (VHD) format file.

A CAUTION: Do not change the filename of the downloaded software image or the
installation will fail.

Log onto your Hyper-V host computer using the Administrator account.

Open the Hyper-V Manager by selecting Start > Administrative Tools > Hyper-V Manager. The
welcome page for Hyper-V appears the first time that you open Hyper-V Manager.

Create a virtual machine by selecting Action > New > Virtual Machine. The Before You Begin screen
appears for the New Virtual Machine Wizard. Click Next to move through each page of the wizard,
or you can click the name of a page in the left pane to move directly to that page.


https://www.juniper.net/support/downloads/?p=vsrx#sw
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From the Specify Name and Location page (see Figure 29 on page 181), enter a name and location
for the VSRX VM that you are creating and then click Next. We recommend that you keep this
name the same as the hostname you intend to assign to the vSRX VM.

Figure 29: Specify Name and Location Page
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6. From the Specify Generation page (see Figure 30 on page 182), keep the default setting of
Generation 1 as the generation of the vSRX VM and then click Next.

Figure 30: Specify Generation Page
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8.

From the Assign Memory page (see Figure 31 on page 183), enter 4096 MB as the amount of
startup memory to assign to the vSRX VM. Leave Use Dynamic Memory for this virtual machine
clear. Click Next.

Figure 31: Assign Memory Page
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From the Configure Networking page (see Figure 32 on page 184), select a virtual switch from a list
of existing virtual switches on the Hyper-V host computer to connect to the vSRX management
interface. The default is Not connected. Click Next.
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NOTE: See Add vSRX Interfaces for the procedure on adding virtual switches for the vSRX
VM using the Virtual Switch Manager.

Figure 32: Configure Networking Page
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From the Connect Virtual Hard Disk page (see Figure 33 on page 185), click Use an existing virtual
hard disk and browse to the location of the vSRX virtual hard disk (VHD) file (downloaded in Step
1). Click Next.

Figure 33: Connect Virtual Hard Disk Page
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10. After you have finished configuring the new virtual machine, verify your selections in the Summary
page (see Figure 34 on page 186) and then click Finish to complete the installation.

Figure 34: Summary Page
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11. Right-click the vSRX VM and select Settings from the context menu.
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12. From the Settings dialog box, under the Hardware section, select Processor. The Processor pane
appears (see Figure 35 on page 187). Enter 2 in the Number of virtual processors field (the default
is 1).

Figure 35: Processor Pane
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13. From the Settings dialog box, under the Hardware section, select Network Adapter. The Network
Adapter pane appears (see Figure 36 on page 188).

From the Virtual switch drop-down list, select a virtual switch to assign to a network adapter to be
used by the VSRX VM (see Add vSRX Interfaces for details on adding virtual switches). Each
network adapter that is defined for a vSRX is mapped to a specific interface. See Requirements for
VSRX on Microsoft Hyper-Vfor a summary of interface names and mappings for a vSRX VM.



NOTE: If you need to add a network adapter to assign to a virtual switch, click Add
Hardware > Network Adapter > Add.

Figure 36: Network Adapter Pane
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14. Enable the MAC address spoofing function for the vSRX VM if a network adapter is to be used as
an interface for Layer 2 mode support on the vSRX. From the Network Adapter pane select
Advanced Features. The Advanced Features pane appears (see Figure 37 on page 189). Click the
Enable MAC address spoofing check box.
MAC address spoofing allows each network adapter to change its source MAC address for outgoing
packets to one that is not assigned to them. Enabling MAC address spoofing ensures those packets
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are not dropped by the network adapter if the source MAC address fails to match the outgoing
interface MAC address.

Click OK when you complete your vSRX VM selections.

Figure 37: Network Adapter Advanced Features Pane
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15. On Microsoft Hyper-V Server 2016, you will need to enable nested virtualization for the vSRX VM
before you power on the vSRX instance. This procedure can only be performed in the Hyper-V
environment using Windows PowerShell (see, Deploy vSRX in a Hyper-V Host Using Windows
PowerShell, Step 9). You cannot enable nested virtualization from the Hyper-V Manager because
nessted virtualization is not supported on Microsoft Hyper-V Server 2012.



NOTE:

NOTE: Nested virtualization can only be configured on a host running Microsoft Hyper-V
Server 2016. In addition, Dynamic Memory must be disabled on the virtual machine
containing the nested instance of Hyper-V.

16. Launch and power on the vSRX instance in the Hyper-V Manager by selecting the vSRX VM from
the list of virtual machines. Right-click and select Start from the context menu (or select Action >
Start).

17. Configure the basic settings for the vSRX (see Configure vSRX Using the CL)).

Release History Table

Release Description

15.1X49-D80 Starting in Junos OS Release 15.1X49-D80 and Junos OS Release 17.3R1, you can deploy the
VSRX only on Microsoft Hyper-V Server 2012 R2 or 2012.

15.1X49-D100 = Starting in Junos OS Release 15.1X49-D100 and Junos OS Release 17.4R1, you can deploy the
VSRX on Microsoft Hyper-V Server 2016.

Install Hyper-V and Create a Virtual Machine
Create a Virtual Machine in Hyper-V
Virtual Machine Settings in Hyper-V Manager Explained

Deploy vSRX in a Hyper-V Host Using Windows PowerShell

Use this procedure to deploy and configure the vSRX as a virtual security appliance in the Hyper-V
environment using Windows PowerShell.

Note the following for deploying vSRX on a Microsoft Hyper-V server:

e Starting in Junos OS Release 15.1X49-D80 and Junos OS Release 17.3R1, you can deploy the vSRX
only on Microsoft Hyper-V Server 2012 R2 or 2012.


https://technet.microsoft.com/en-us/windows-server-docs/compute/hyper-v/get-started/create-a-virtual-machine-in-hyper-v
https://technet.microsoft.com/en-us/library/hh846766(v=ws.11).aspx
http://www.altaro.com/hyper-v/hyper-v-manager-2/virtual-machine-settings/

e Starting in Junos OS Release 15.1X49-D100 and Junos OS Release 17.4R1, you can deploy the vSRX
on Microsoft Hyper-V Server 2016.

NOTE: To upgrade an existing vSRX instance, see Migration, Upgrade, and Downgrade in the
VSRX Release Notes.

To deploy vSRX using Windows PowerShell:

1. Download the vSRX software image for Microsoft Hyper-V from the Juniper Networks website. The
vSRX disk image supported by Microsoft Hyper-V is a virtual hard disk (VHD) format file.

A CAUTION: Do not change the filename of the downloaded software image or the
installation will fail.

On the Windows desktop, click the Start button and type Windows PowerShell.
Right-click Windows PowerShell and select Run as administrator.
Run the following command to enable Hyper-V using PowerShell:
Enable-WindowsOptionalFeature -Online -FeatureName Microsoft-Hyper-V -All
5. Enter the New-VM command to create the vSRX VM. The command syntax is as follows:
PS C:>\Users\Administrator> New-VM -Name <Name> -MemoryStartupBytes <Memory> -BootDevice <BootDevice> -
VHDPath <VHDPath> -Path <Path> -Generation <Generation> -Switch <SwitchName>

See Table 40 on page 191 for a summary of the parameters in the New-vyM command.

Table 40: New-VM Command Parameters

Parameter Description

-Name Specify a name for the vSRX VM that you are creating. We recommend
keeping this name the same as the hostname you intend to give to the
VSRX VM.

-MemoryStartupBytes Enter 4GB as the amount of startup memory to assign to the vSRX VM.

-BootDevice Enter VHD as the device that the vSRX VM boots to when it starts.


https://www.juniper.net/support/downloads/?p=vsrx#sw

Table 40: New-VM Command Parameters (Continued))

Parameter Description

-VHDPath Specify the location of the vSRX virtual hard disk (VHD) file that you
want to deploy.

-Path Specify the location to store the VSRX VM configuration files.
-Generation Enter 1 to create a generation 1 virtual machine for the vSRX.
-SwitchName Specify the name of the virtual switch that you want the vSRX VM to

assign to a network adapter used by the vSRX VM. Each network
adapter that is defined for a vSRX is mapped to a specific interface.
See Requirements for vSRX on Microsoft Hyper-Vfor a summary of
interface names and mappings for a vSRX VM.

NOTE: To locate the name of a previously created virtual switch, use
the Get-VMSwitch command. See Add vSRX Interfaces for the procedure
on adding virtual switches for the vSRX VM using the Virtual Switch
Manager.

The following is an example of the New-VM command syntax for creating a vSRX VM:

PS C:>\Users\Administrator> New-VM -Name vSRX_0109 -MemoryStartupBytes 4GB -BootDevice VHD -VHDPath C:\Users
\Public\Documents\Hyper-V\vsrx-0109-powershell\vsrx\media-vsrx-vmdisk-151X49D80.hyper-v.vhd -Path ’C:\Users
\Public\Documents\Hyper-V\vsrx-0109\’ Generation 1 SwitchName test

Set the number of processors for the newly created vSRX VM by entering the Set-VMProcessor
command. Specify Count 2 for the number of processors. For example:

PS C:>\Users\Administrator> Set-VMProcessor -VMName <vSRVName> -Count 2
Verify the newly created vSRX VM by entering the Get-VM command. For example:

PS C:>\Users\Administrator> Get-VM -VMName <vSRVName>

The output for the command is as follows:

Name State CPUUSage(%) MemoryAssigned(M) Uptime State Version
VSRX_0109 Off 0 0 00:00:00 Operating normally 8.0

Enable the MAC address spoofing function for the vSRX VM if a network adapter is to be used as
an interface for Layer 2 mode support on the vSRX. MAC address spoofing allows the vSRX VM's



network adapter to change its source MAC address for outgoing packets to one that is not assigned
to them. Enabling MAC address spoofing ensures those packets are not dropped by the network
adapter if the source MAC address fails to match the outgoing interface MAC address.

The command syntax is as follows:

PS C:>\Users\Administrator> Set-VMNetworkAdapter -VMName <vSRVName> -computerName <HyperVHostName> -
VMNetworkAdapter <NetworkAdapterName> -MacAddressSpoofing On

Verify that MacAddressSpoofing is On.

PS C:>\Users\Administrator> Get-VMNetworkAdapter -VMName <vSRVName> -computerName <HyperVHostName> | f1

<HyperVHostName>name ,macaddressspoofing

The output for the command is as follows:

Name : VSRX_0109
MacAddressSpoofing : On

9. Enable nested virtualization for the vSRX VM by using the Set-VMProcessor command, where VMName is
the name of the vSRX VM you created. By default, the virtualization extensions are disabled for
each VM. Nested virtualization allows you to run Hyper-V inside of a Hyper-V virtual machine. For
example:

PS C:>\Users\Administrator> Set-VMProcessor -VMName <vSRX_0109> -ExposeVirtualizationExtensions $true

NOTE: Nested virtualization can only be configured on a host running Microsoft Hyper-V
Server 2016. In addition, Dynamic Memory must be disabled on the virtual machine
containing the nested instance of Hyper-V.

10. Launch and power on the vSRX VM by using the Start-VM command, where Name is the name of the
VSRX VM you created. For example:

PS C:>\Users\Administrator> Start-VM -Name <vSRX_0109>
11. Configure the basic settings for the vVSRX (see Configure vSRX Using the CLI).
Release History Table

Release Description

15.1X49-D80 Starting in Junos OS Release 15.1X49-D80 and Junos OS Release 17.3R1, you can deploy the
VvSRX only on Microsoft Hyper-V Server 2012 R2 or 2012.

15.1X49-D100 @ Starting in Junos OS Release 15.1X49-D100 and Junos OS Release 17.4R1, you can deploy the
VSRX on Microsoft Hyper-V Server 2016.
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CHAPTER 11

vSRX VM Management with Microsoft Hyper-V
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Configure vSRX Using the CLI

To configure the instance using the CLI:

Verify that the vSRX instance is powered on.
Log in as the root user (whose username is roof). There is no password.

Start the CLI.

root#cli
root@

4. Enter configuration mode.

configure
[edit]
root@#

5. Set the root authentication password by entering a cleartext password, an encrypted password, or
an SSH public key string (DSA or RSA). The following is an example of a plain-text password. The
CLI prompts you for the password and then encrypts it.

[edit]
root@# set system root-authentication plain-text-password



New password: password

Retype new password: password
6. Configure the hostname.
[edit]
root@# set system host-name /ost-name
7. Configure the management interface.
[edit]
root@# set interfaces fxp@ unit @ family inet dhcp-client
8. Configure the traffic interfaces.
[edit]
root@# set interfaces ge-0/0/0 unit @ family inet dhcp-client
9. Configure basic security zones and bind them to traffic interfaces.
[edit]
root@# set security zones security-zone trust interfaces ge-0/0/0.0
10. Verify the configuration changes.
[edit]

root@# commit check

configuration check succeeds
11. Commit the configuration to activate it on the instance.
[edit]

root@# commit

commit complete

NOTE: Certain Junos OS software features require a license to activate the feature. To enable a
licensed feature, you need to purchase, install, manage, and verify a license key that corresponds



to each licensed feature. To conform to software feature licensing requirements, you must
purchase one license per feature per instance. The presence of the appropriate software
unlocking key on your virtual instance allows you to configure and use the licensed feature.

See Managing Licenses for vVSRX for details.

CLI User Guide
Junos OS for SRX Series

Configure vSRX Using the J-Web Interface
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Access the J-Web Interface and Configuring vSRX | 197
Apply the Configuration | 199

Add vSRX Feature Licenses | 200

Access the J-Web Interface and Configuring vSRX
To configure vSRX using the J-Web Interface:

1. Launch the J-Web interface from a Web browser.

NOTE: You will be prompted to accept a system-generated certificate to access a vSRX VM
using the J-Web interface.

2. Enter the vSRX out-of-band management (fxp0) interface IP address in the Address box.
3. Specify the username and password.

4. Click Log In, and select the Configuration Wizards tab from the left navigation panel. The J-Web
Setup wizard page opens.


https://www.juniper.net/documentation/en_US/release-independent/licensing/topics/topic-map/vsrx-licensing.html
https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/junos-cli/junos-cli.html
https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/srx-series/index.html

5. Click Setup.
You can use the Setup wizard to configure the vSRX VM or edit an existing configuration.

¢ Select Edit Existing Configuration if you have already configured the wizard using the factory
mode.

o Select Create New Configuration to configure the vVSRX VM using the wizard.
The following configuration options are available in the guided setup:
e Basic

Select basic to configure the vSRX VM name and user account information as shown in Table
41 on page 198.

¢ |nstance name and user account information

Table 41: Instance Name and User Account Information

Field Description

Instance name Type the name of the vSRX instance.

Root password Create a default root user password.

Verify password = Verify the default root user password.

Operator Add an optional administrative account in addition to the root account.

User role options include:

e Super User: This user has full system administration rights and can add,
modify, and delete settings and users.

e QOperator: This user can perform system operations such as a system reset
but cannot change the configuration or add or modify users.

e Read only: This user can only access the system and view the configuration.

e Disabled: This user cannot access the system.

o Select either Time Server or Manual. Table 42 on page 199 lists the system time options.



Table 42: System Time Options

Field Description

Time Server

Host Name | Type the hostname of the time server. For example: ntp.example.com.

IP Type the IP address of the time server in the IP address entry field. For example:
192.0.2.254.

NOTE: You can enter either the hostname or the IP address.

Manual
Date Click the current date in the calendar.
Time Set the hour, minute, and seconds. Choose AM or PM.

Time Zone (mandatory)

Time Zone | Select the time zone from the list. For example: GMT Greenwich Mean Time GMT.

e Expert
a. Select Expert to configure the basic options as well as the following advanced options:
e Four or more internal zones
e Internal zone services
e Application of security policies between internal zones
b. Click the Need Help icon for detailed configuration information.

You see a success message after the basic configuration is complete.

Apply the Configuration

To apply the configuration settings for vSRX:



1. Review and ensure that the configuration settings are correct, and click Next. The Commit
Configuration page appears.

2. Click Apply Settings to apply the configuration changes to vSRX.

3. Check the connectivity to vSRX, as you might lose connectivity if you have changed the management
zone IP. Click the URL for reconnection instructions on how to reconnect to the instance.
4. Click Done to complete the setup.

After successful completion of the setup, you are redirected to the J-Web interface.

A CAUTION: After you complete the initial setup, you can relaunch the J-Web Setup
wizard by clicking Configuration>Setup. You can either edit an existing configuration or

create a new configuration. If you create a new configuration, the current configuration
in vSRX will be deleted.

Add vSRX Feature Licenses

Certain Junos OS software features require a license to activate the feature. To enable a licensed
feature, you need to purchase, install, manage, and verify a license key that corresponds to each licensed
feature. To conform to software feature licensing requirements, you must purchase one license per
feature per instance. The presence of the appropriate software unlocking key on your virtual instance
allows you to configure and use the licensed feature.

See Managing Licenses for vSRX for details.

Add vSRX Interfaces

IN THIS SECTION

Add Virtual Switches | 201
Configure the vSRX to Use a VLAN | 208

The Hyper-V virtual switch is a software-based Layer 2 Ethernet network switch that connects VMs to
either physical or virtual networks. A virtual switch can be configured from Hyper-V Manager or
Windows PowerShell . The Hyper-V host uses the virtual switches to connect virtual machines to the
internet through the host computer's network connection. You configure networking for the vSRX by
adding, removing, and modifying its associated network adapters in the Hyper-V host as necessary.


https://www.juniper.net/documentation/en_US/release-independent/licensing/topics/topic-map/vsrx-licensing.html

NOTE: To perform this procedure, you must have appropriate permissions. Contact your Virtual
Server administrator to request the proper permissions to add a virtual switch and network
adapter..

For the VSRX VM, you pair a network adapter with a virtual switch for the vSRX to receive and transmit
traffic. You map network adapters to the specific vSRX interfaces: Network adapter 1 is mapped to the
fxpO (out-of-band management) interface, network adapter 2 is mapped to the ge-0/0/0 (revenue)
interface, network adapter 3 is mapped to ge-0/0/1, and so on (see Requirements for vSRX on Microsoft
Hyper-V). Hyper-V supports a maximum of eight network adapters.

NOTE: When adding virtual switches, there are no limits imposed by Hyper-V. The practical limit
depends on the available computing resources.

This section includes the following topics on adding vSRX interfaces in Hyper-V:

Add Virtual Switches
To add virtual switches for the vSRX VM using the Virtual Switch Manager in the Hyper-V Manager:

1. Open the Hyper-V Manager by selecting Start > Administrative Tools > Hyper-V Manager.
2. Select Action > Virtual Switch Manager. The Virtual Switch Manager appears.



202

3. Under the Virtual Switches section, select New virtual network switch. The Create Virtual Switch
pane appears (see Figure 38 on page 202).

Figure 38: Create Virtual Switch Pane
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4. Choose the type of virtual switch to create:



e External—Gives virtual machines access to a physical network to communicate with servers and
clients on an external network. It allows virtual machines on the same Hyper-V server to
communicate with each other.

¢ Internal—Allows communication between virtual machines on the same Hyper-V server, and
between the virtual machines and the management host operating system.

e Private—Allows communication only between virtual machines on the same Hyper-V server. A
private network is isolated from all external network traffic on the Hyper-V server. This type of
network is useful when you must create an isolated networking environment, like an isolated
test domain.

In most cases when adding a VSRX network adapter, select External as the type of virtual switch.
Internal and private virtual switches are intended to keep network traffic within the Hyper-V server.

NOTE: For the fxp0O (out-of-band management) interface, connect it to External virtual
switch, which could connect to an external network.

For the ge-0/0/0 (revenue port) interface, if only communication between VMs in the same
Hyper-V server is needed, Internal or Private virtual switch should be sufficient. However, if
communication between the VM and an external network is needed, connect it to External
virtual switch.



5.

6.
7.

Select Create Virtual Switch. The Virtual Switch Properties pane appears (see Figure 39 on page
204).

Figure 39: Virtual Switch Properties Pane
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10.
11.

Isolate network traffic from the management Hyper-V host operating system or other virtual
machines that share the same virtual switch by selecting Enable virtual LAN identification. You can
change the VLAN ID to any number or leave the default. See "Configure the vSRX to Use a VLAN"
on page 208 for details.

Click OK, then click Yes to apply networking changes and to close the Virtual Switch Manager
window.

If necessary, repeat Steps 3 through 9 to add additional network adapters for use by the vSRX VM.

Right-click the vSRX VM and select Settings from the context menu. From the Settings dialog box,
under the Hardware section, click Network Adapter. The Network Adapter pane appears (see
Figure 40 on page 206).



12. From the Virtual switch drop-down list, select the virtual switch that you want to assign to this
network adapter. See Requirements for vSRX on Microsoft Hyper-Vfor a summary of interface

names and mappings for a vSRX VM.

Figure 40: Adding Virtual Switch to Network Adapter Example
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13. If a network adapter is to be used as an interface for Layer 2 mode support on the vSRX, then from
the Network Adapter pane select Advanced Features. Select the Enable MAC address spoofing
check box to enable the MAC address spoofing function for the network adapter (see Figure 41 on

page 207).



MAC address spoofing allows each network adapter to change its source MAC address for outgoing
packets to one that is not assigned to them. Enabling MAC address spoofing ensures those packets
are not dropped by the network adapter if the source MAC address fails to match the outgoing
interface MAC address.

Figure 41: Network Adapter Enable MAC Address Spoofing Example
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Click Apply and OK to save the changes in the Settings dialog box.

Launch and power on the vSRX instance in the Hyper-V Manager by selecting the vSRX VM from
the list of virtual machines, and then right-click and select Start from the context menu (or select
Action > Start).



SEE ALSO

Create a Virtual Switch for Hyper-V Virtual Machines

Create a Virtual Network

Configure the vSRX to Use a VLAN

Hyper-V supports the configuration of VLANs on a network adapter in the host computer. For each
network adapter that you configure for the vSRX VM, if required, you can add a VLAN identifier to

specify the VLAN that the vSRX VM will use for all network communications through the network

adapter.

By default, Hyper-V enables trunk mode for a VLAN. Trunk mode allows multiple VLAN IDs to share a
connection between the physical network adapter and the physical network.

To give the vSRX VM external access on the virtual network in multiple VLANSs, you will need to
configure the port on the physical network to be in trunk mode. You will also need to know the specific
VLANSs that are used and all of the VLAN IDs used by the virtual machines that the virtual network
supports.

To utilize a Hyper-V VLAN, ensure that you are using a physical network adapter that supports 802.1q
VLAN tagging. By default, the virtual network adapter in Hyper-V is in untagged mode and you might
need to enable the feature on a virtual network adapter.

NOTE: By using Windows PowerShell, you can determine the mode of the vNIC (Get-
VmNetworkAdapterVlan command) and change the mode of the VNIC (Set-VmNetworkAdapterVlan
command). See Get-VMNetworkAdapterVlan and Set-VMNetworkAdapterVlan for details on
both Windows PowerShell virtual network adapter commands.

To add a VLAN for a vSRX VM virtual network adapter:

1. Open the Hyper-V Manager by selecting Start > Administrative Tools > Hyper-V Manager.
2. Right-click the vSRX VM and select Settings from the context menu.

3. From the Settings dialog box, under the Hardware section, select the network adapter connected to
the external virtual network. The Network Adapter pane appears.

4. Select Enable virtual LAN identification, and then enter the VLAN ID you intend to use (see Figure 42
on page 209). You can change the VLAN ID to any number or leave the default. This is the VLAN


https://technet.microsoft.com/en-us/windows-server-docs/compute/hyper-v/get-started/create-a-virtual-switch-for-hyper-v-virtual-machines
https://docs.microsoft.com/en-us/virtualization/hyper-v-on-windows/quick-start/connect-to-network
https://technet.microsoft.com/en-us/itpro/powershell/windows/hyper-v/get-vmnetworkadaptervlan
https://technet.microsoft.com/en-us/itpro/powershell/windows/hyper-v/set-vmnetworkadaptervlan

identification number that the vSRX will use for all network communication through this network

adapter.

Figure 42: Enable VLAN Identification Example
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5. Click OK, and then click Yes to apply networking changes.

6. If necessary, repeat Steps 3 through 5 to add VLAN identification to additional network adapters in

use by the vSRX VM.

SEE ALSO

Hyper-V: Configure VLANs and VLAN Tagging

209


https://social.technet.microsoft.com/wiki/contents/articles/1306.hyper-v-configure-vlans-and-vlan-tagging.aspx

‘ Understanding Hyper-V VLANs

Power Down a VSRX VM with Hyper-V

In situations where you need to modify the vSRX VM settings from Hyper-V, you must first perform a
graceful shut down of the vSRX VM using the Shut Down command. The vSRX VM performs an orderly
closing of all programs and attempts to shut off power to avoid data loss.

NOTE: If you are using Microsoft PowerShell, use the Stop-VM command to perform a graceful
shutdown of the vSRX VM.

To gracefully shut down the vSRX instance on the Hyper-V host computer:
1. Log onto your Hyper-V host computer using the Administrator account.
2. Open the Hyper-V Manager by selecting Start > Administrative Tools > Hyper-V Manager.

3. Power down the vSRX instance in the Hyper-V Manager by selecting the vSRX VM from the list of
virtual machines, and then ight-click and select Shut Down from the context menu (or select Action >
Shut Down).

4. Power on the vSRX instance in the Hyper-V Manager by selecting the vSRX VM from the list of
virtual machines, and then right-click and select Start from the context menu (or select Action >
Start).

NOTE: If you are using Microsoft PowerShell, use the Start-VM command to start the vSRX VM.


https://blogs.msdn.microsoft.com/adamfazio/2008/11/14/understanding-hyper-v-vlans/
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Chassis Cluster Overview
Prerequisites

Ensure that your vSRX instances comply with the following prerequisites before you enable chassis
clustering:

e Use show version in Junos OS to ensure that both vSRX instances have the same software version.

e Use show system license in Junos OS to ensure that both vSRX instances have the same licenses
installed.

Chassis cluster groups a pair of the same kind of vSRX instances into a cluster to provide network node
redundancy. The devices must be running the same Junos OS release. You connect the control virtual
interfaces on the respective nodes to form a contro/ plane that synchronizes the configuration and Junos
OS kernel state. The control link (a virtual network or vSwitch) facilitates the redundancy of interfaces



and services. Similarly, you connect the data p/ane on the respective nodes over the fabric virtual
interfaces to form a unified data plane. The fabric link (a virtual network or vSwitch) allows for the
management of cross-node flow processing and for the management of session redundancy.

The control plane software operates in active/passive mode. When configured as a chassis cluster, one
node acts as the primary device and the other as the secondary device to ensure stateful failover of
processes and services in the event of a system or hardware failure on the primary device. If the primary
device fails, the secondary device takes over processing of control plane traffic.

NOTE: If you configure a chassis cluster on vSRX nodes across two physical hosts, disable igmp-
snooping on the bridge that each host physical interface belongs to that the control vNICs use.
This ensures that the control link heartbeat is received by both nodes in the chassis cluster.

The chassis cluster data plane operates in active/active mode. In a chassis cluster, the data plane
updates session information as traffic traverses either device, and it transmits information between the
nodes over the fabric link to guarantee that established sessions are not dropped when a failover occurs.
In active/active mode, traffic can enter the cluster on one node and exit from the other node.

Chassis cluster functionality includes:

e Resilient system architecture, with a single active control plane for the entire cluster and multiple
Packet Forwarding Engines. This architecture presents a single device view of the cluster.

e Synchronization of configuration and dynamic runtime states between nodes within a cluster.
e Monitoring of physical interfaces, and failover if the failure parameters cross a configured threshold.

e Support for generic routing encapsulation (GRE) and IP-over-IP (IP-IP) tunnels used to route
encapsulated IPv4 or /Pvé traffic by means of two internal interfaces, gr-0/0/0 and ip-0/0/0,
respectively. Junos OS creates these interfaces at system startup and uses these interfaces only for
processing GRE and IP-IP tunnels.

At any given instant, a cluster node can be in one of the following states: hold, primary, secondary-hold,
secondary, ineligible, or disabled. Multiple event types, such as interface monitoring, Services Processing
Unit (SPU) monitoring, failures, and manual failovers, can trigger a state transition.

Enable Chassis Cluster Formation

You create two vSRX instances to form a chassis cluster, and then you set the cluster ID and node ID on
each instance to join the cluster. When a vSRX VM joins a cluster, it becomes a node of that cluster.
With the exception of unique node settings and management IP addresses, nodes in a cluster share the
same configuration.

You can deploy up to 255 chassis clusters in a Layer 2domain. Clusters and nodes are identified in the
following ways:



e The cluster ID(a number from 1 to 255) identifies the cluster.
e The node ID(a number from O to 1) identifies the cluster node.

On SRX Series devices, the cluster ID and node ID are written into EEPROM. On the vSRX VM, vSRX
stores and reads the IDs from boot/loader.conf and uses the IDs to initialize the chassis cluster during

startup.

The chassis cluster formation commands for node O and node 1 are as follows:

e On vSRX node O:

user@vsrx@>set chassis cluster cluster-id number node 0 reboot

e On VvSRX node 1:

user@vsrx1>set chassis cluster cluster-id number node 1 reboot

The vSRX interface naming and mapping to vNICs changes when you enable chassis clustering. Use
the same cluster ID number for each node in the cluster.

NOTE: When using multiple clusters that are connected to the same L2 domain, a unique cluster-
id needs to be used for each cluster. Otherwise you may get duplicate mac addresses on the
network, because the cluster-id is used to form the virtual interface mac addresses.

After reboot, on node O, configure the fabric (data) ports of the cluster that are used to pass real-time
objects (RTOs):

° user@vsrx0# set interfaces fab@ fabric-options member-interfaces ge-0/0/0

user@vsrx0# set interfaces fabl fabric-options member-interfaces ge-7/0/0

Chassis Cluster Quick Setup with J-Web

To configure chassis cluster from J-Web:

1. Enter the vSRX node O interface IP address in a Web browser.
2. Enter the vSRX username and password, and click Log In. The J-Web dashboard appears.

3. Click Configuration Wizards>Chassis Cluster from the left panel. The Chassis Cluster Setup wizard
appears. Follow the steps in the setup wizard to configure the cluster ID and the two nodes in the

cluster, and to verify connectivity.



NOTE: Use the built-in Help icon in J-Web for further details on the Chassis Cluster Setup

wizard.

Manually Configure a Chassis Cluster with J-Web

You can use the J-Web interface to configure the primary node 0 vSRX instance in the cluster. Once you
have set the cluster and node IDs and rebooted each vSRX, the following configuration will
automatically be synced to the secondary node 1 vSRX instance.

Select Configure>Chassis Cluster>Cluster Configuration. The Chassis Cluster configuration page

appears.

Table 29 on page 147 explains the contents of the HA Cluster Settings tab.

Table 30 on page 149 explains how to edit the Node Settings tab.

Table 31 on page 149 explains how to add or edit the HA Cluster Interfaces table.

Table 32 on page 151 explains how to add or edit the HA Cluster Redundancy Groups table.

Table 43: Chassis Cluster Configuration Page

Field

Node Settings

Node ID

Cluster ID

Host Name

Backup Router

Management Interface

IP Address

Function

Displays the node ID.

Displays the cluster ID configured for the node.

Displays the name of the node.

Displays the router used as a gateway while the Routing Engine is in secondary
state for redundancy-group O in a chassis cluster.

Displays the management interface of the node.

Displays the management IP address of the node.



Table 43: Chassis Cluster Configuration Page (Continued)

Field Function

Status Displays the state of the redundancy group.
e Primary-Redundancy group is active.

e Secondary-Redundancy group is passive.

Chassis Cluster>HA Cluster Settings>Interfaces

Name Displays the physical interface name.

Member Interfaces/IP Displays the member interface name or IP address configured for an interface.
Address

Redundancy Group Displays the redundancy group.

Chassis Cluster>HA Cluster Settings>Redundancy Group

Group Displays the redundancy group identification number.

Preempt Displays the selected preempt option.

e True-Primary Role can be preempted based on priority.

e False-Primary Role cannot be preempted based on priority.

Gratuitous ARP Count Displays the number of gratuitous Address Resolution Protocol (ARP) requests
that a newly elected primary device in a chassis cluster sends out to announce

its presence to the other network devices.

Node Priority Displays the assigned priority for the redundancy group on that node. The
eligible node with the highest priority is elected as primary for the redundant

group.



Table 44: Edit Node Setting Configuration Details

Field

Node Settings

Host Name

Backup Router

Destination
IP Adds the destination address. Click Add.
Delete Deletes the destination address. Click Delete.
Interface
Interface Specifies the interfaces available for the router. Select an option.
NOTE: Allows you to add and edit two interfaces for each
fabric link.
IP Specifies the interface IP address. Enter the interface IP address.
Add Adds the interface. Click Add.
Delete Deletes the interface. Click Delete.
Table 45: Add HA Cluster Interface Configuration Details
Field Function Action

Function

Specifies the name of the host.

Displays the device used as a gateway while the Routing
Engine is in the secondary state for redundancy-group O in
a chassis cluster.

Fabric Link > Fabric Link O (fab0)

Action

Enter the name of the host.

Enter the IP address of the
backup router.



Table 45: Add HA Cluster Interface Configuration Details (Continued)

Field

Interface

Add

Delete

Function

Specifies fabric link O.

Adds fabric interface O.

Deletes fabric interface O.

Fabric Link > Fabric Link 1 (fab1)

Interface

Add

Delete

Redundant Ethernet

Interface

Redundancy Group

Add

Delete

Specifies fabric link 1.

Adds fabric interface 1.

Deletes fabric interface 1.

Specifies a logical interface consisting of two
physical Ethernet interfaces, one on each
chassis.

Specifies a redundant Ethernet IP address.

Specifies the redundancy group ID number in
the chassis cluster.

Adds a redundant Ethernet IP address.

Deletes a redundant Ethernet IP address.

Action

Enter the interface IP fabric link O.

Click Add.

Click Delete.

Enter the interface IP for fabric link 1.

Click Add.

Click Delete.

Enter the logical interface.

Enter a redundant Ethernet IP address.

Select a redundancy group from the list.

Click Add.

Click Delete.



Table 46: Add Redundancy Groups Configuration Details

Field

Redundancy Group

Allow preemption of
primaryship

Gratuitous ARP
Count

nodeO priority

nodel priority

Interface Monitor

Interface

Weight

Add

Function

Specifies the redundancy group name.

Allows a node with a better priority to initiate a
failover for a redundancy group.

NOTE: By default, this feature is disabled. When
disabled, a node with a better priority does not
initiate a redundancy group failover (unless some
other factor, such as faulty network connectivity
identified for monitored interfaces, causes a failover).

Specifies the number of gratuitous Address
Resolution Protocol requests that a newly elected
primary sends out on the active redundant Ethernet
interface child links to notify network devices of a
change in primary role on the redundant Ethernet
interface links.

Specifies the priority value of nodeO for a redundancy
group.

Specifies the priority value of node1 for a redundancy
group.

Specifies the number of redundant Ethernet
interfaces to be created for the cluster.

Specifies the weight for the interface to be
monitored.

Adds interfaces to be monitored by the redundancy
group along with their respective weights.

Action

Enter the redundancy group
name.

Enter a value from 1 to 16. The
default is 4.

Enter the node priority number
as 0.

Select the node priority number
as 1.

Select an interface from the list.

Enter a value from 1 to 125.

Click Add.



Table 46: Add Redundancy Groups Configuration Details (Continued)

Field

Delete

IP Monitoring

Weight

Threshold

Retry Count

Retry Interval

Function

Deletes interfaces to be monitored by the
redundancy group along with their respective
weights.

Specifies the global weight for IP monitoring.

Specifies the global threshold for IP monitoring.

Specifies the number of retries needed to declare
reachability failure.

Specifies the time interval in seconds between retries.

IPV4 Addresses to Be Monitored

Weight

Interface

Secondary IP address

Add

Delete

Specifies the IPv4 addresses to be monitored for
reachability.

Specifies the weight for the redundancy group
interface to be monitored.

Specifies the logical interface through which to
monitor this IP address.

Specifies the source address for monitoring packets
on a secondary link.

Adds the IPv4 address to be monitored.

Deletes the IPv4 address to be monitored.

Action

Select the interface from the
configured list and click Delete.

Enter a value from O to 255.

Enter a value from O to 255.

Enter a value from 5 to 15.

Enter a value from 1 to 30.

Enter the IPv4 addresses.

Enter the weight.

Enter the logical interface
address.

Enter the secondary IP address.

Click Add.

Select the IPv4 address from
the list and click Delete.



SEE ALSO
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Staging and provisioning a vSRX cluster on a Hyper-V host computer includes the following tasks:

NOTE: Starting in Junos OS Release 15.1X49-D100 and Junos OS Release 17.4R1, support for
chassis clustering to provide network node redundancy is only available on Windows Hyper-V
Server 2016.

Deploying the VMs and Additional Network Adapters in Hyper-V

The vSRX cluster uses three interfaces exclusively for clustering (the first two are predefined):
e Out-of-band management interface (fxp0).

e Cluster control link (emQ).

e Cluster fabric links (fabO and fab1). For example, you can specify ge-0/0/0 as fabO on nodeO and
ge-7/0/0 as fab1 on nodel.

A cluster requires three interfaces (two for the cluster and one for management) and additional
interfaces to forward data. This section outlines how to create the control link and fabric link
connections, and to map all data interfaces to network adapters.


https://www.juniper.net/documentation/en_US/junos15.1x49-d40/information-products/pathway-pages/security/security-chassis-cluster-index.html

NOTE: For an overview on the procedure to add virtual switches and map the virtual switch to a
network adapter, see Add vSRX Interfaces

Creating the Control Link Connection in Hyper-V
To connect the control interface through the control link virtual switch using Hyper-V Manager:

1. Open the Hyper-V Manager by selecting Start > Administrative Tools > Hyper-V Manager.

2. From the Hyper-V Manager, select Action > Virtual Switch Manager. The Virtual Switch Manager
appears.



4,

3.

Figure 43: Create Virtual Switch Pane
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Select Internal as the type of virtual switch. Internal allows communication between virtual

machines on the same Hyper-V server, and between the virtual machines and the management host
operating system.

Under the Virtual Switches section, select New virtual network switch. The Create Virtual Switch
pane appears (see Figure 43 on page 222).
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5.

Select Create Virtual Switch. The Virtual Switch Properties page appears (see Figure 44 on page
223).

Figure 44: Virtual Switch Properties Pane
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Specify a name for the control link virtual switch. Leave the other virtual switch properties at their
default settings.

Click OK and then click Yes to apply networking changes and to close the Virtual Switch Manager
window.



10.

11.

224

Right-click the vSRX VM and select Settings from the context menu. From the Settings dialog for
the VSRX VM, the Hardware section, click Network Adapter. The Network Adapter pane appears
(see Figure 45 on page 224). Assign network adapter 2 as the control link (em0) virtual switch.

Figure 45: Adding Virtual Switch to Network Adapter Pane Example
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From the Virtual switch drop-down assign ctrl_link to the control link virtual switch.

From the Network Adapter pane, select Advanced Features. Select the Enable MAC address
spoofing check box to enable the MAC address spoofing function for the network adapter. MAC
address spoofing is a requirement for the control link interface included in the redundancy groups.

Click OK and then click Yes to apply network adapter changes.



Creating the Fabric Link Connection in Hyper-V

To connect the fabric interface through the fabric link virtual switch using Hyper-V Manager

1.

10.

11.

If necessary, open the Hyper-V Manager by selecting Start > Administrative Tools > Hyper-V
Manager.

From the Hyper-V Manager, select Action > Virtual Switch Manager. The Virtual Switch Manager
appears.

Under the Virtual Switches section, select New virtual network switch. The Create Virtual Switch
pane appears (see Figure 43 on page 222).

Select Internal as the type of virtual switch. Internal allows communication between virtual
machines on the same Hyper-V server, and between the virtual machines and the management host
operating system.

Select Create Virtual Switch. The Virtual Switch Properties page appears (see Figure 44 on page
223).

Specify a name for the fabric link virtual switch. Leave the other virtual switch properties at their
default settings.

Click OK and then click Yes to apply networking changes and to close the Virtual Switch Manager
window.

Right-click the vSRX VM and select Settings from the context menu. From the Settings dialog for
the vVSRX VM, the Hardware section, click Network Adapter to access the Network Adapter pane.
The Network Adapter pane appears (see Figure 45 on page 224). Assign network adapter 3 as the
fabric link (fab O or fab 1) virtual switch.

From the Virtual switch drop-down assign fabO or fab1 to the fabric link virtual switch.

From the Network Adapter pane, select Advanced Features. Select the Enable MAC address
spoofing check box to enable the MAC address spoofing function for the network adapter. MAC
address spoofing is a requirement for the fabric link interface included in the redundancy groups.

Click OK and then click Yes to apply network adapter changes.

Creating the Data Interfaces Using Hyper-V

To map all data interfaces to the desired network adapters:

1.

If necessary, open the Hyper-V Manager by selecting Start > Administrative Tools > Hyper-V
Manager.

From the Hyper-V Manager, select Action > Virtual Switch Manager. The Virtual Switch Manager
appears.

Under the Virtual Switches section, select New virtual network switch. The Create Virtual Switch
pane appears (see Figure 43 on page 222).

Select Internal as the type of virtual switch. Internal allows communication between virtual
machines on the same Hyper-V server, and between the virtual machines and the management host
operating system.



5. Select Create Virtual Switch. The Virtual Switch Properties page appears (see Figure 44 on page
223).

6. Specify a name for the data interface virtual switch. Leave the other virtual switch properties at
their default settings.

7. Click OK and then click Yes to apply networking changes and to close the Virtual Switch Manager
window.

8. Right-click the vSRX VM and select Settings from the context menu. From the Settings dialog for
the vVSRX VM, the Hardware section, click Network Adapter to access the Network Adapter pane.
The Network Adapter pane appears (see Figure 45 on page 224). Assign network adapter 3 as the
data interface (fab O or fab 1) virtual switch.

9. From the Virtual switch drop-down assign data interface to the virtual switch.

10. From the Network Adapter pane, select Advanced Features. Select the Enable MAC address
spoofing check box to enable the MAC address spoofing function for the network adapter. MAC
address spoofing is a requirement for the data interfaces included in the redundancy groups.

11. Click OK and then click Yes to apply network adapter changes. The data interface will be connected
through the data virtual switch.

Prestaging the Configuration from the Console

The following procedure explains the configuration commands required to set up the vSRX chassis
cluster. The procedure powers up both nodes, adds the configuration to the cluster, and allows SSH
remote access.

1. Login as the root user. There is no password.
2. Start the CLI.

root#cli
root@

3. Enter configuration mode.
configure

[edit]
root@#

4. Copy the following commands and paste them into the CLI:
set groups node® interfaces fxp@ unit @ family inet address 192.168.42.81/24

set groups node@® system hostname vsrx-node0
set groups nodel interfaces fxp@ unit @ family inet address 192.168.42.82/24



set groups nodel system hostname vsrx-nodel
set apply-groups "${node}"

5. Set the root authentication password by entering a cleartext password, an encrypted password, or an
SSH public key string (DSA or RSA).

root@# set system root-authentication plain-text-password
New password: password

Retype new password: password

set system root-authentication encrypted-password "$ABC123"

6. To enable SSH remote access:

user@hostiiset system services ssh

7. To enable IPvé:

user@hostitset security forwarding-options family inet6 mode flow-based

This step is optional and requires a system reboot.

8. Commit the configuration to activate it on the device.

user@host#commit

commit complete

9. When you have finished configuring the device, exit configuration mode.

user@host#exit

Connecting and Installing the Staging Configuration

After the vSRX cluster initial setup, set the cluster ID and the node ID, as described in Configure a vSRX
Chassis Cluster in Junos OS.

After reboot, the two nodes are reachable on interface fxpO with SSH. If the configuration is operational,
the show chassis cluster status command displays output similar to that shown in the following sample
output.



vsrx> show chassis cluster status

Cluster ID: 1

Node Priority Status Preempt Manual failover

Redundancy group: @ , Failover count: 1
node® 100 secondary no no

nodel 150 primary no no

Redundancy group: 1 , Failover count: 1
node® 100 secondary no no

nodel 150 primary no no

A cluster is healthy when the primary and secondary nodes are present and both have a priority greater
than O.

Release History Table

Release Description

15.1X49-D100 @ Starting in Junos OS Release 15.1X49-D100 and Junos OS Release 17.4R1, support for chassis
clustering to provide network node redundancy is only available on Windows Hyper-V Server
2016.
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Understand vSRX with Contrail
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This section presents an overview of vSRX on Contrail

vSRX on Juniper Networks Contrail

Juniper Networks Contrail is an open, standards-based software solution that delivers network
virtualization and service automation for federated cloud networks. It provides self-service provisioning,
improves network troubleshooting and diagnostics, and enables service chaining for dynamic application
environments across enterprise virtual private cloud (VPC), managed Infrastructure as a Service (laaS),
and Networks Functions Virtualization (MFV) use cases.

You can use Contrail with open cloud orchestration systems such as OpenStack or CloudStack to
instantiate instances of vSRX in a virtual environment. Contrail with vSRX provides network services
such as firewall, NAT, and load balancing to virtual networks.



NOTE: vSRX on a KVM hypervisor requires you to enable hardware-based virtualization on a
host OS that contains an Intel Virtualization Technology (VT) capable processor.

VvSRX Scale Up Performance
Table 47 on page 231 shows the vSRX scale up performance based on the number of vCPUs and VRAM

applied to a vSRX VM along with the Junos OS release in which a particular vSRX software specification
was introduced.

Table 47: vSRX Scale Up Performance

vCPUs VRAM ' NICs Release Introduced

2vCPUs | 4GB e Virtio Junos OS Release 15.1X49-D20

SR-10V (Intel X520/X540)

5vCPUs 8GB Virtio Junos OS Release 15.1X49-D70 and Junos OS Release

17.3R1

SR-10V (Intel X520/X540)

You can scale the performance and capacity of a vSRX instance by increasing the number of vCPUs and
the amount of VRAM allocated to the vSRX. The multi-core vSRX automatically selects the appropriate
vCPUs and vRAM values at boot time, as well as the number of Receive Side Scaling (RSS) queues in the
NIC. If the vCPU and VRAM settings allocated to a vSRX VM do not match what is currently available,
the vSRX scales down to the closest supported value for the instance. For example, if a vSRX VM has 3
vCPUs and 8 GB of VRAM, vSRX boots to the smaller vCPU size, which requires a minimum of 2 vCPUs.
You can scale up a vSRX instance to a higher number of vCPUs and amount of vVRAM, but you cannot
scale down an existing VSRX instance to a smaller setting.

NOTE: The number of RSS queues typically matches with the number of data plane vCPUs of a
VvSRX instance. For example, a vSRX with 4 data plane vCPUs should have 4 RSS queues.

Contrail Overview


https://www.juniper.net/documentation/en_US/contrail3.0/information-products/pathway-pages/getting-started-pwp.html

Requirements for vSRX on Contrail
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Software Requirements

Table 48 on page 232 lists the system software requirement specifications when deploying vSRX on
Juniper Networks Contrail. The table outlines the Junos OS release in which a particular software
specification for deploying vSRX on KVM was introduced. You will need to download a specific Junos
OS release to take advantage of certain features.

Table 48: Specifications for vSRX on Juniper Networks Contrail

Component Specification Junos OS Release Introduced

Hypervisor Linux KVM Junos OS Release 15.1X49-D20 and Junos OS
support Release 17.3R1

Memory 4 GB Junos OS Release 15.1X49-D20 and Junos OS

Release 17.3R1

8 GB Junos OS Release 15.1X49-D70 and Junos OS
Release 17.3R1

Disk space 20 GB IDE drive Junos OS Release 15.1X49-D20 and Junos OS
Release 17.3R1



Table 48: Specifications for vSRX on Juniper Networks Contrail (Continued)

Component

vCPUs

VvNICs

Specification

2 vCPUs

NOTE: The Contrail compute node must bare
metal since VSRX as a VNF does not support
nested virtualization.

5 vCPUs

NOTE: The Contrail compute node must bare
metal since vVSRX as a VNF does not support
nested virtualization.

Up to 16 vNICs

e Virtio

e SR-IOV

NOTE: We recommend the Intel X520/

X540 physical NICs for SR-IOV support on

VvSRX. For SR-IOV limitations, see the
Known Behavior section of the vVSRX
Release Notes.

Junos OS Release Introduced

Junos OS Release 15.1X49-D20 and Junos OS
Release 17.3R1

Junos OS Release 15.1X49-D70 and Junos OS
Release 17.3R1

Junos OS Release 15.1X49-D20 and Junos OS
Release 17.3R1

Table 49 on page 233 lists the software specifications on the vSRX.

Table 49: Software Specifications for vSRX 3.0 on Juniper Networks Contrail

Flavor Name

Hypervisor support

Memory

Disk space

vCPU

Linux KVM

4GB

8 GB

20 GB IDE drive

Junos OS Release Introduced

Junos OS Release 18.2R1 or later release

Junos OS Release 18.2R1 or later release

Junos OS Release 18.2R1 or later release

Junos OS Release 18.2R1 or later release



Table 49: Software Specifications for vSRX 3.0 on Juniper Networks Contrail (Continued))

Flavor Name vCPU Junos OS Release Introduced

vCPUs 2 vCPUs Junos OS Release 18.2R1 or later release
5 vCPUs Junos OS Release 18.2R1 or later release

vNICs Up to 16 vNICs Junos OS Release 18.2R1 or later release
e Virtio
e SR-IOV

NOTE: We recommend the Intel X520
physical NICs for SR-IOV support on small
flavor vSRX, Intel X710 for Medium flavor
VSRX.

Contrail Recommendations for vSRX

Table 50 on page 234 lists the recommended software versions to run vSRX on Contrail.

Table 50: Contrail Recommendations for vSRX

Software Version Supported Release

Contrail 2.20 Junos OS Release 15.1X49-D20 and Junos OS
Release 17.3R1 or later release

3.1 Junos OS Release 15.1X49-D60 and Junos OS
Release 17.3R1 or later release

3.5 Junos OS Release 18.4R1

OpenStac = Juno or Icehouse Junos OS Release 15.1X49-D20 and Junos OS
k Release 17.3R1 or later release



Table 50: Contrail Recommendations for vSRX (Continued)

Software Version Supported Release

Juno or Kilo Junos OS Release 15.1X49-D60 and Junos OS
Release 17.3R1 or later release

Host OS Ubuntu 14.04.2 Junos OS Release 15.1X49-D20 and Junos OS
Release 17.3R1 or later release

Linux 3.16 Junos OS Release 15.1X49-D20 and Junos OS
Kernel Release 17.3R1 or later release

NOTE: We recommend that you enable hardware-based virtualization on the host machine. You
can verify CPU compatibility here: http:/www.linux-kvm.org/page/Processor_support. See
Contrail - Server Requirements to review any additional requirements for Contrail.

Table 51 on page 235 lists the contrail recommendations for vSRX.

Table 51: Contrail Recommendations for vSRX 3.0

Software Version Supported Release

Contrail 3.1 Junos OS Release 18.2R1 or later release
3.2 Junos OS Release 18.2R1 or later release
5X Junos OS Release 19.3R1 or later release

OpenStac = Centos 7 or 8 Junos OS Release 18.2R1 or later release

k

Host OS Ubuntu 14.04.2 Junos OS Release 18.2R1 or later release


http://www.linux-kvm.org/page/Processor_support
https://www.juniper.net/documentation/en_US/contrail2.2/topics/task/installation/hardware-reqs-vnc.html

Table 51: Contrail Recommendations for vSRX 3.0 (Continued))

Software Version Supported Release
Linux Queens or later Junos OS Release 18.2R1 or later release
Kernel

Hardware Recommendations

Table 52 on page 236 lists the hardware specifications for the host machine that runs the vSRX VM.

Table 52: Hardware Specifications for the Host Machine

Component Specification
Host memory size 4 GB (minimum) .
Host processor type Intel x86_64 multicore CPU

NOTE: DPDK requires Intel Virtualization VT-x/VT-d support in the CPU. See About
Intel Virtualization Technology.

Virtual network adapter | VMXNet3 device or VMWare Virtual NIC

NOTE: Virtual Machine Communication Interface (VMCI) communication channel is
internal to the ESXi hypervisor and the vSRX VM.

Best Practices for Improving vSRX Performance

Review the following practices to improve vSRX performance.

NUMA Nodes

The x86 server architecture consists of multiple sockets and multiple cores within a socket. Each socket
also has memory that is used to store packets during I/O transfers from the NIC to the host. To
efficiently read packets from memory, guest applications and associated peripherals (such as the NIC)
should reside within a single socket. A penalty is associated with spanning CPU sockets for memory
accesses, which might result in nondeterministic performance. For vSRX, we recommend that all vCPUs


http://ark.intel.com/Products/VirtualizationTechnology
http://ark.intel.com/Products/VirtualizationTechnology

for the vVSRX VM are in the same physical non-uniform memory access (NUMA) node for optimal
performance.

A CAUTION: The packet forwarding engine (PFE) on the vSRX might become
unresponsive if the NUMA nodes topology properties in OpenStack includes the line
hw:numa_nodes=2 to spread the instance’s vCPUs across multiple host NUMA nodes. We
recommend that you remove the hw:numa_nodes=2 line from OpenStack to ensure that the
PFE functions properly.

PCI NIC-to-VM Mapping

If the node on which vSRX is running is different from the node to which the Intel PCI NIC is connected,
then packets will have to traverse an additional hop in the QPI link, and this will reduce overall
throughput. On a Linux host OS, install the hwloc package and use the 1stopo command to view
information about relative physical NIC locations. On some servers where this information is not
available, refer to the hardware documentation for the slot-to-NUMA node topology.

Mapping Virtual Interfaces to a vSRX VM

To determine which virtual interfaces on your Linux host OS map to a vSRX VM:

1. Use the virsh list command on your Linux host OS to list the running VMs.

host0S# virsh list

Id Name State

25 instance-00000060 running
31 instance-0000005b running
34 instance-000000bd running

35 instance-000000bc running



2. Use the virsh domiflist vsrx-name command to list the virtual interfaces on that vSRX VM.

host0S# virsh domiflist 31

Interface Type Source Model MAC

tapd3d9639c-d5 ethernet - virtio 02:d3:d9:63:9c:d5
tapc3c3751a-37 ethernet - virtio 02:c3:c3:75:1a:37
tap8af29333-1b ethernet - virtio 02:8a:1f2:93:33:1b
tapf0387bee-9b ethernet - virtio 02:10:38:7b:ee:9%b
tap04e4b59a-91 ethernet - virtio 02:04:e4:b5:9a:91

NOTE: The first virtual interface maps to the fxpO interface in Junos OS.

Interface Mapping for vSRX on Contrail

Each network adapter defined for a vSRX is mapped to a specific interface, depending on whether the
vSRX instance is a standalone VM or one of a cluster pair for high availability. The interface names and
mappings in VSRX are shown in Table 53 on page 239 and Table 54 on page 239.

Note the following:
¢ In standalone mode:
e fxpO0 is the out-of-band management interface.
e ge-0/0/0 is the first traffic (revenue) interface.
¢ In cluster mode:
e fxp0 is the out-of-band management interface.
o em0 is the cluster control link for both nodes.

o Any of the traffic interfaces can be specified as the fabric links, such as ge-0/0/0 for fabO on node
0 and ge-7/0/0 for fab1 on node 1.

Table 53 on page 239 shows the interface names and mappings for a standalone vSRX VM.



Table 53: Interface Names for a Standalone vSRX VM

Network Interface Name in Junos OS for vSRX
Adapter

1 fxpO

2 ge-0/0/0

3 ge-0/0/1

4 ge-0/0/2

5 ge-0/0/3

6 ge-0/0/4

7 ge-0/0/5

8 ge-0/0/6

Table 54 on page 239 shows the interface names and mappings for a pair of vSRX VMs in a cluster (node
0 and node 1).

Table 54: Interface Names for a vSRX Cluster Pair

Network Interface Name in Junos OS for vSRX
Adapter

1 fxpO (node 0 and 1)

2 emO (node 0 and 1)

3 ge-0/0/0 (node 0)

ge-7/0/0 (node 1)



Table 54: Interface Names for a vSRX Cluster Pair (Continued)

Network Interface Name in Junos OS for vSRX
Adapter
4 ge-0/0/1 (node 0)

ge-7/0/1 (node 1)

5 ge-0/0/2 (node 0)
ge-7/0/2 (node 1)

6 ge-0/0/3 (node 0)
ge-7/0/3 (node 1)

7 ge-0/0/4 (node 0)
ge-7/0/4 (node 1)

8 ge-0/0/5 (node 0)
ge-7/0/5 (node 1)

VSRX Default Settings on Contrail

vSRX requires the following basic configuration settings:

e Interfaces must be assigned IP addresses.

e Interfaces must be bound to zones.

e Policies must be configured between zones to permit or deny traffic.

Table 55 on page 240 lists the factory default settings for the vSRX security policies.

Table 55: Factory Default Settings for Security Policies

Source Zone Destination Zone Policy Action

trust untrust permit

trust trust permit



Table 55: Factory Default Settings for Security Policies (Continued)

Source Zone Destination Zone Policy Action

untrust trust deny

About Intel Virtualization Technology
PCI Devices
DPDK Release Notes
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You can use Contrail to chain various Layer 2 through Layer 7 services such as firewall, NAT, and /DP
through one or more vVSRX VMs. For example, you can insert a vSRX firewall VM between two other
virtual machines (VMs). By using vSRX and service chains, you can tailor the security needs to a targeted
virtual network and VM set. This provides agility and scalability in line with the fluidity of cloud network
environments.

Understanding Service Chains

To create a service through vSRX, you instantiate one or more vSRX VMs to dynamically apply single or
multiple services to network traffic.

Figure 46 on page 242 shows a basic service chain with a single vSRX VM. The vSRX service VM spawns
a service, such as a firewall. The left interface (left IF) points to the internal end customer, who uses the


http://ark.intel.com/Products/VirtualizationTechnology
https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/7/html/Virtualization_Deployment_and_Administration_Guide/chap-Guest_virtual_machine_device_configuration.html#sect-Guest_virtual_machine_device_configuration-PCI_devices
http://dpdk.org/doc/guides-1.8/rel_notes/known_issues.html

service; and the right interface (right IF) points to the external network or Internet. You can also

instantiate multiple vSRX VMs to chain multiple services together. For example, you could add an IDP
service after the firewall.

Figure 46: vSRX Service Chaining

VM1 Smlce VM2
Left IF Right IF

When you create a service chain, Contrail creates tunnels across the underlay network that span all
services in the chain.

Service Chain Modes

You can configure the following service modes:

e Transparent or bridge mode—Used for services that do not modify the packet. Also known as bump-
in-the-wire or Layer 2 mode. Examples include Layer 2 firewall and IDP.

¢ In-network or routed mode—Provides a gateway service that routes packets between the service
instance interfaces. Examples include NAT, Layer 3 firewall, and load balancing.

¢ In-network-nat mode—Similar to in-network mode; however, packets from the left (private) network

are not routed to the right (public) source network. In-network-nat mode is particularly useful for
NAT services.

NOTE: Ensure that you define the service policy with the private network on the left and

public on the right in order to get the public routes (usually the default) advertised into the
left network.

Components of a Service Chain

Service chaining requires the following configuration components to build the chain:



e Service template
e Virtual networks
e Service instance

o Network policy

Service Templates

Service templates map out the basic configuration that Contrail uses to instantiate a service instance, or
VM. Within Contrail, you configure service templates in the scope of a domain, and you can use the
templates on all projects within a domain. You can use a template to launch multiple service instances of
the same type in different projects within a domain. Within a service template, you select the service
mode, a vSRX image name for the VM that will provide the service, and an ordered list of interfaces for
the service. VSRX service VMs require the management interface to be the first interface in that ordered
list. You can use OpenStack Horizon or Glance to add the vSRX image. You also select the OpenStack
flavor to associate with all service instances that use the service template. An OpenStack flavor defines
the number of vCPUs, storage, and memory you can assign to a VM. OpenStack includes default flavors,
and you can create new flavors in the OpenStack dashboard.

Virtual Networks

Virtual networks provide the link between the service instance and the network traffic in the virtualized
environment. You can create the virtual networks in Contrail or OpenStack and use those networks to
direct traffic to or through the service instance.

Service Instances

A service instance is the instantiation of the selected service template to create one or more VMs that
provide the service (for example, a firewall). When you create a service instance, you select a service
template that defines the instance. You also associate the interfaces in the service template with the
virtual networks needed to direct traffic into and out of the service instance. If you enable service
scaling in the selected service template, you can instantiate more than one VM when you create the
service instance.

Network Policies

By default, all traffic in a virtual network remains isolated. You configure a network policy to allow traffic
between virtual networks and through the service instance. The network policy filters traffic to and from
the service VM based on the rules you configure. You select the service instance VM and the virtual
networks for the right and left interfaces of that VM that the network policy applies to. As a final step.
you associate the network policy with each virtual network the policy applies to.
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Spawn vSRX in a Contrail Service Chain
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Ensure that you have installed Contrail and have loaded the vSRX images with OpenStack Horizon or

Glance.
e [nstallation Overview (Contrail)
e Add the Image Service (glance)

You can use Contrail to chain various Layer 2 through Layer 7 services such as firewall, NAT, and IDP
through vSRX VMs,

Create a Service Template

To create a service template:


https://www.juniper.net/documentation/en_US/contrail2.2/topics/task/configuration/service-chaining-vnc.html
https://www.juniper.net/documentation/en_US/contrail2.2/topics/task/installation/install-overview-vnc.html
http://docs.openstack.org/juno/install-guide/install/apt/content/ch_glance.html
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From Contrail, select Configure>Services>Service Templates. The list of existing service templates

appears, as shown in Figure 47 on page 245.

Figure 47: Contrail Service Templates

* JuniPer
:’?— (o} Configure > Services > Service Templates

Configure Service Templates
; Infrastructure Template Service Mode Service Type Service Scaling
@ Physical Devices > vstc1.0-transpare Transparent Firewall Disabled
nt
I'I'l Networking 4 vsrx2.0-transpare Transparent Firewall Disabled
Gy Services nt

» netns-snat-templ  In-network-nat  Source-nat Enabled
Service Templates ate

‘ Alerts

& admin ~

Domain: default-domain 'E X Q -~

Interfaces

Management, Left, Right

Management, Left, Right

Right(Shared IP), Left(Shared IP)

Image Name

vsrx1.0

vsrx0814

Flavor

VSRX1.0

wsrx2.0
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2. Click + to create a new service template. The Add Service Template dialog box appears, as shown in
Figure 48 on page 246.

Figure 48: Contrail Add a Service Template

Add Service Template

MName vSRX Firewall

Service Mode In-MNetwork = Service Type = Firewall =
Image Mame Vs -
Interface Types Shared IP Static Routes +
Management - + -
Left - + -
Right - + =

* Advanced options

Service Scaling

Add a name for the service template in the Name box.
Select the appropriate service mode and service type from the lists.

5. Select the vSRX image from the Image Name list. This is the image you installed previously in the
OpenStack image service.
Click + to add three interfaces.
Select Management for the first interface type, Left for the second interface type, and Right for the

third interface type. You associate the left and right interfaces with the left and right virtual
networks when you create the service instance. Any additional interfaces must be of type Other.
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8. Expand Advanced Options and select an instance flavor from the Instance Flavor list, as shown in
Figure 49 on page 247. You can use an appropriate default flavor from OpenStack or a custom
flavor you created previously for vSRX.

Figure 49: Advanced Options - Add Service Template

Add Service Template

Image Name wsrx2 -
Interface Types Shared IP Static Routes +
Management - + -
Left - 4+ =
Right - + -

* Advanced options

Service Scaling
Availability Zone

Instance Flavor vsrx2 O(RAM:4096 ,CPU cores:2 ,Disk:16 5. =

9. Optionally, check Scaling to create multiple identical vSRX instances from this service template for

load balancing.

10. Click Save to create this new service template.

See Contrail - Creating an In-Network or In-Network-NAT Service Chain for more details.

Create Left and Right Virtual Networks

Ensure that you have IP Address Management (IPAM) set up for your project.


https://www.juniper.net/documentation/en_US/contrail2.2/topics/task/configuration/service-chaining-example-ui.html

To create a virtual network:

1. From Contrail, select Configure>Networking>Networks. The list of existing networks appears.

2. Verify that your project is displayed as active in the upper right Project list, and click + to create a
new virtual network. The Create Network dialog box appears, as shown in Figure 50 on page 248

Figure 50: Creating a Virtual Network in Contrail

Create Network
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Allocation Pools

External

Gateway
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DNS

DHCP

1

3. Enter a name for the left virtual network.

Do not select a network policy yet. You create the network policy after you create the service
instance and then you update this virtual network to add the policy.

Set the CIDR and Gateway fields.

0 © N o u A

See Contrail - Creating a Virtual Network for more details

Create a vSRX Service Instance

To create a vSRX service instance:

Select the appropriate IPAM from the list.

Repeat this procedure for the right virtual network.

Expand Subnet and click + to add IPAM to this virtual network.

Expand Advanced Options and select appropriate options for your network.

Click Save. The new virtual network appears in the list of configured networks.

1. Select Configure>Services>Service Instances. The list of existing service instances appears.



https://www.juniper.net/documentation/en_US/contrail2.2/topics/task/configuration/creating-virtual-network-juniper-vnc.html

10.

Click + to create a new service instance. The Create Service Instance dialog box appears.

Enter a name for the service instance.

NOTE: Do not use white space in the service instance name.

Select the service template you created for vSRX from the Services Template list. This service
template includes the vSRX image used to provide the service.

Select Management from the Interface 1 list. Management must be the first interface for vSRX
service instances.

Select Left from the Interface 2 list, and Right from the Interface 3 list.
Select Auto Configured for the Management interface.

Select the left virtual network for the left interface, and the right virtual network for the right
interface.

Click Save to save this service instance. Contrail launches the vSRX VM for this service instance.

Optionally, select Configure>Services>Service Instances to view this new vSRX instance status. You
can expand the row for this instance in the table and click View Console to access the vSRX console
port.

NOTE: You can also view this service instance from the OpenStack Instances table, but you
should only use Contrail to delete service instances.

See Contrail - Creating an In-Network or In-Network-NAT Service Chain for more details.

Create a Network Policy

To create a network policy:

1. Select Configure>Networking>Policies. The table of policies appears.


https://www.juniper.net/documentation/en_US/contrail2.2/topics/task/configuration/service-chaining-example-ui.html

2. Click + to create a new policy. The Create Policy dialog box appears, as shown in Figure 51 on page
250.

Figure 51: Creating a Network Policy in Contrail

Create Policy

Name

vSRXPolicy1 B
Policy Rules
Action Protocol Source Ports Direction Destination Ports Services Mirror +
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Services ixSvcTest x

3. Name the policy.
4. Click + to create a new rule for this policy.

5. Select the left virtual network you created from the Source list and select the right virtual network
from the Destination list.

6. Select the appropriate protocol from the Protocol list and select the source and destination ports for
this policy.

7. Select Services and select the vSRX instance you want to apply this policy to.

8. Optionally, add more policy rules to this policy.

9. Click Save to create this policy.

See Contrail - Creating a Network Policy for more details.

Add a Network Policy to a Virtual Network

To add a network policy to a virtual network:
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https://www.juniper.net/documentation/en_US/contrail2.2/topics/task/configuration/creating-policies-juniper-vnc.html

1. Select Configure>Networking, and select the settings icon to the right of the virtual network you

want to add a network policy to, as shown in Figure 52 on page 251.

Figure 52: Contrail Virtual Networks
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2. Click Edit. The Edit Networks dialog box appears, as shown in Figure 53 on page 251.

Figure 53: Adding a Network Policy to a Virtual Network in Contrail

Edit Network ixLeft

Name ixLeft

Network Policy(s) vSRXPolicy1 x|
¥ Subnets
IPAM CIDR Allocation Pools Gateway DNS
default-network-ipam (defau... ¥ 10.250.7.0/24 10.250.7.254

» Host Routes
» Advanced Options
» Floating IP Pools

» Route Targets

DHCP +

m

Cancel fl Save

3. Select the appropriate policy from the Networks Policy(s) list.

4. Click Save to save this change.

5. Repeat this procedure for the other virtual network in this service chain.

See Contrail - Associating a Network to a Policy for more details.
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https://www.juniper.net/documentation/en_US/contrail2.2/topics/task/configuration/service-chaining-example-ui.html
https://www.juniper.net/documentation/en_US/contrail2.2/topics/task/installation/install-overview-vnc.html

CHAPTER 14

Install vSRX in Contrail
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Enable Nested Virtualization
We recommend that you enable nested virtualization on your host OS or OpenStack compute node.
Nested virtualization is enabled by default on Ubuntu but is disabled by default on CentOS.

Use the following command to determine if nested virtualization is enabled on your host OS. The result
should be Y.

hostOS# cat /sys/module/kvm_intel/parameters/nested

hostOS# Y

NOTE: APIC virtualization (APICv) does not work well with nested VMs such as those used with
KVM. On Intel CPUs that support APICv (typically v2 models, for example E5 v2 and E7 v2), you
must disable APICv on the host server before deploying vSRX.

To enable nested virtualization on the host OS:

1. Depending on your host operating system, perform the following:

e On CentOS, open the /etc/modprobe.d/dist.conf file in your default editor.

host0S# vi /etc/modprobe.d/dist.conf



e On Ubuntu, open the /etc/modprobe.d/qgemu-system-x86.conf file in your default editor.

host0S# vi /etc/modprobe.d/qemu-system-x86.conf

2. Add the following line to the file:

hostOS# options kvm-intel nested=y enable_apicv=n

3. Save the file and reboot the host OS.
4. (Optional) After the reboot, verify that nested virtualization is enabled.

hostOS# cat /sys/module/kvm_intel/parameters/nested

host0S# Y

5. On Intel CPUs that support APICv ( for example, E5 v2 and E7 v2), disable APICv on the host OS.

root@host# sudo rmmod kvm-intel
root@host# sudo sh -c “echo ’options kvm-intel enable_apicv=n’ >> /etc/modprobe.d/dist.conf”

root@host# sudo modprobe kvm-intel

6. Optionally, verify that APICv is now disabled.

root@host# cat /sys/module/kvm_intel/parameters/enable_apicv



Create an Image Flavor with OpenStack
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Before you begin, ensure that you have a working OpenStack installation. See the OpenStack
Installation Guide for more details.

OpenStack launches instances of images, based on the image installed and VM templates called favors.
Flavors set the memory, vCPU, and storage requirements for the vSRX image. You can use the Horizon
GUI or the OpenStack nova commands to create flavors for the vVSRX VMs. See Requirements for vSRX
on Contrail for the software requirement specifications for a vSRX VM.

& CAUTION: The packet forwarding engine (PFE) on the vSRX might become
unresponsive if the NUMA nodes topology properties in OpenStack includes the line
hw:numa_nodes=2 to spread the instance’s vCPUs across multiple host NUMA nodes. We
recommend that you remove the hw:numa_nodes=2 line from OpenStack to ensure that the
PFE functions properly.

Create an Image Flavor for vSRX with Horizon

OpenStack uses VM templates, or flavors, to set the memory, vCPU, and storage requirements for an
image. OpenStack includes a default set of flavors, but we recommend that you create a flavor to match
the vSRX image requirements.

To create an image flavor for vSRX with Horizon:


http://docs.openstack.org/kilo/install-guide/install/apt/content/
http://docs.openstack.org/kilo/install-guide/install/apt/content/

1. From the Horizon GUI, select your project, and select Admin>System Panel>Flavors. The list of

existing image flavors appears, as shown in Figure 54 on page 256.

Figure 54: OpenStack Flavors
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2. Click Create Flavor. The Create Flavor dialog box appears, as shown in Figure 55 on page 257.

Figure 55: Create a Flavor
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3. Enter a name in the Name box for this vSRX flavor.

4. Enter the appropriate value in the vCPUs box for your configuration. The minimum required for vSRX
is 2 vCPUs.

5. Enter the appropriate value in the RAM MB box. The minimum required for vSRX is 4096 MB.
6. Enter the appropriate value in the Root Disk GB box. The minimum required for vSRX is 20 GB.

7. Enter the appropriate values in the Emphemeral Disk GB and Swap Disk MB boxes. The minimum
required for vSRX is O for each.

8. Click Create Flavor. The flavor appears on the Flavors tab.
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Create an Image Flavor for vSRX with the Nova CLI
To create an image flavor for vSRX with the nova CLI command:

1. Use the nova flavor-create command on the OpenStack compute node that will host the vSRX VM. See
Table 56 on page 258 for a list of mandatory parameters.

NOTE: See the official OpenStack documentation for a complete description of available options
for the nova flavor-create command.

Table 56: nova flavor-create Command

Command Option Description

--is-public true Set the flavor as publicly available.

flavor_name Name the vSRX flavor.

auto Select auto to automatically assign the flavor ID.
ram_megabytes Allocate RAM for the VM, in megabytes.
disk_gigabytes Specify disk storage size for the VM.

vepus Allocate the number of vCPUs for the vSRX VM.

NOTE: Use nova help flavor-create for more details on the command options.

2. Optionally, use the nova flavor-list to verify the flavors.

The following example creates a VSRX flavor with 4096 MB RAM, 2 vCPUs, and disk storage up to 20
GB:

$ nova flavor-create --is-public true vsrx_flavor auto 4096 20 2
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Upload the vSRX Image
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Contrail integrates with OpenStack for public, private, or hybrid cloud orchestration. You can install the
vSRX image and use this installed image to provide security services in a service chain with Contrail.

Before installing vSRX, ensure that you have installed either Contrail and, optionally, OpenStack Glance.
e Contrail - Installation Overview
e OpenStack - Add the Image Service (glance)

You can upload the vSRX image with either Horizon, the OpenStack GUI dashboard, or Glance, the
OpenStack CLI-based image services project.

NOTE: To upgrade an existing VSRX instance, see Migration, Upgrade, and Downgrade in the
VSRX Release Notes.

Upload the vSRX Image with OpenStack Horizon

To upload a vSRX image with Horizon:


http://docs.openstack.org/kilo/install-guide/install/apt/content/
http://docs.openstack.org/user-guide/content/
https://www.juniper.net/documentation/en_US/contrail2.2/topics/task/installation/install-overview-vnc.html
http://docs.openstack.org/juno/install-guide/install/apt/content/ch_glance.html

1. From the Horizon GUI, select your project, and select Compute>Images. The list of existing images
appears, as shown in Figure 56 on page 260.

Figure 56: OpenStack Images

UbLIntUQ OpenStack Dashboard B demo ~

Project
Admin

System
Overview
Hypervisors
Host Aggregates
Instances
Volumes

Flavors

I Images

Images

Images Image Name = E‘ Filter
Image Name Type Status
vsrx0831.0 Image Active
vsrx0908.1 Image Active
snapshot-vsrx2 Snapshot Active
vsrx1 Image Active
vsrx2 Image Active

Displaying 5 items

Public

Protected

No

== Create Image ¥ Delete Images

Format

Qcowz

Qrow?

Qrow?

RAW

QCow?

Size

2.7GB

2.7GB

33GB

263.6 MB

2.7GB

Actions
Edit ~
Edit -
Edit -

Edit -

Edit =

Sign Out

260



261

2. Click Create Image. The Create Image dialog box appears, as shown in Figure 57 on page 261.

Figure 57: Create an Image
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3. Enter a name for the vSRX image, and enter the image location.
4. Select QCOW2- QEMU Emulator from the Format list.

5. Enter the appropriate value in the Minimum Disk (GB) box for your configuration. The minimum
required for vSRX is 20 GB.



6. Enter the appropriate value in the Minimum RAM (MB) box. The minimium required for vSRX is 4096
MB.

7. Select Public.

8. Click Create Image. OpenStack uploads the image to the image service. The image appears on the
Images tab.

NOTE: The default vSRX VM login ID is root with no password. By default, vSRX is assigned a
DHCP-based IP address if a DHCP server is available on the network.

Upload the vSRX Image with the OpenStack Glance CLI
To upload a vSRX image with the Glance CLI:

1. Login to the appropriate OpenStack compute node.
2. Use wget to download the vSRX image to the compute node.

3. Use glance image-create to add the image to the image service with a base configuration for disk,
format, and memory requirements. Use glance help image-create for complete details on this command-
line tool.

For example, the following command adds the vSRX QCOW?2 image to the image service with 20 GB
disk space and 4096 MB of RAM:

glance image-create --name='vSRXimage' --is-public=true --container-format=bare --disk-
format=qcow2 --min-disk=20 --min-ram=4096 --file=media-srx-ffp-vsrx-vmdisk-15.1X49-
D120.qcow2

NOTE: vSRX requires at least 20 GB of disk space and 4096 MB of RAM.

NOTE: The default vSRX VM login ID is root with no password. By default, vSRX is assigned a
DHCP-based IP address if a DHCP server is available on the network.

Contrail - Installation Overview

OpenStack Installation Guide for Ubuntu 14.04
OpenStack - Add the Image Service (glance)
OpenStack - Upload and Manage Images



https://www.juniper.net/documentation/en_US/contrail2.2/topics/task/installation/install-overview-vnc.html
http://docs.openstack.org/juno/install-guide/install/apt/content/
http://docs.openstack.org/juno/install-guide/install/apt/content/ch_glance.html
http://docs.openstack.org/user-guide/dashboard_manage_images.html

OpenStack - Manage images (glance)

Migration, Upgrade, and Downgrade

Use Cloud-Init in an OpenStack Environment to Automate the
Initialization of vSRX Instances
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Starting in Junos OS Release 15.1X49-D100 and Junos OS Release 17.4R1, the cloud-init package
(version 0.7x) comes pre-installed in the vSRX image to help simplify configuring new vSRX instances
operating in an OpenStack environment according to a specified user-data file. Cloud-init is performed
during the first-time boot of a vVSRX instance.

Cloud-init is an OpenStack software package for automating the initialization of a cloud instance at
boot-up. It is available in Ubuntu and most major Linux and FreeBSD operating systems. Cloud-init is
designed to support multiple different cloud providers so that the same virtual machine (VM) image can
be directly used in multiple hypervisors and cloud instances without any modification. Cloud-init
support in a VM instance runs at boot time (first-time boot) and initializes the VM instance according to
the specified user-data file.

A user-data file is a special key in the metadata service that contains a file that cloud-aware applications
in the VM instance can access upon a first-time boot. In this case, it is the validated Junos OS
configuration file that you intend to upload to a vSRX instance as the active configuration. This file uses
the standard Junos OS command syntax to define configuration details, such as root password,
management IP address, default gateway, and other configuration statements.

When you create a vSRX instance, you can use cloud-init with a validated Junos OS configuration file
(juniper.conf) to automate the initialization of new vSRX instances. The user-data file uses the standard
Junos OS syntax to define all the configuration details for your vSRX instance. The default Junos OS
configuration is replaced during the vSRX instance launch with a validated Junos OS configuration that
you supply in the form of a user-data file.


http://docs.openstack.org/user-guide/common/cli_manage_images.html
https://www.juniper.net/documentation/en_US/vsrx15.1x49-d40/information-products/topic-collections/release-notes/15.1x49/topic-98042.html#jd0e1243

NOTE: If using a release earfier than Junos OS Release 15.1X49-D130 and Junos OS Release
18.4R1, the user-data configuration file cannot exceed 16 KB. If your user-data file exceeds this
limit, you must compress the file using gzip and use the compressed file. For example, the gzip
junos.conf command results in the junos.conf.gz file.

Starting in Junos OS Release 15.1X49-D130 and Junos OS Release 18.4R1, if using a
configuration drive data source in an OpenStack environment, the user-data configuration file
size can be up to 64 MB.

The configuration must be validated and include details for the fxpQ interface, login, and authentication.
It must also have a default route for traffic on fxpO. If any of this information is missing or incorrect, the
instance is inaccessible and you must launch a new one.

A WARNING: Ensure that the user-data configuration file is not configured to perform
autoinstallation on interfaces using Dynamic Host Configuration Protocol (DHCP) to
assign an IP address to the vSRX. Autoinstallation with DHCP will result in a "commit

fail" for the user-data configuration file.

Starting in Junos OS Release 15.1X49-D130 and Junos OS Release 18.4R1, the cloud-init functionality
in VSRX has been extended to support the use of a configuration drive data source in an OpenStack
environment. The configuration drive uses the user-data attribute to pass a validated Junos OS
configuration file to the vSRX instance. The user-data can be plain text or MIME file type text/plain. The
configuration drive is typically used in conjunction with the Compute service, and is present to the
instance as a disk partition labeled config-2. The configuration drive has a maximum size of 64 MB, and
must be formatted with either the vfat or ISO 9660 filesystem.

The configuration drive data source also provides the flexibility to add more than one file that can be
used for configuration. A typical use case would be to add a DayO configuration file and a license file. In
this case, there are two methods that can be employed to use a configuration drive data source with a
vSRX instance:

e User-data (Junos OS Configuration File) alone—This approach uses the user-data attribute to pass the
Junos OS configuration file to each vSRX instance. The user-data can be plain text or MIME file type
text/plain.

e Junos OS configuration file and license file—This approach uses the configuration drive data source
to send the Junos OS configuration and license file(s) to each vSRX instance.



NOTE: If a license file is to be configured in VSRX, it is recommended to use the -file option
rather than the user-data option to provide the flexibility to configure files larger than the 16
KB limit of user-data.

To use a configuration drive data source to send Junos OS configuration and license file(s) to a vSRX
instance, the files needs to be sent in a specific folder structure. In this application, the folder structure
of the configuration drive data source in vSRX is as follows:

- OpenStack
- latest
- junos-config
- configuration.txt
- junos-license
- License_file_name.lic

- License_file_name.lic
//0penStack//latest/junos-config/configuration.txt
//0penStack//latest/junos-1license/license.lic

Before you begin:

e Create a configuration file with the Junos OS command syntax and save it. The configuration file can
be plain text or MIME file type text/plain. The string #junos-config must be the first line of the user-
data configuration file before the Junos OS configuration.

NOTE: The #junos-config string is mandatory in the user-data configuration file; if it is not
included, the configuration will not be applied to the vSRX instance as the active
configuration.

e Determine the name for the vSRX instance you want to initialize with a validated Junos OS
configuration file.

e Determine the flavor for your vSRX instance, which defines the compute, memory, and storage
capacity of the vSRX instance.

e Starting in Junos OS Release 15.1X49-D130 and Junos OS Release 18.4R1, if using a configuration
drive, ensure the following criteria is met to enable cloud-init support for a configuration drive in
OpenStack:

e The configuration drive must be formatted with either the vfat or 1509660 filesystem.



NOTE: The default format of a configuration drive is an ISO 9660 file system. To explicitly
specify the ISO 9660/vfat format, add the config_drive_format=is09660/vfat line to the

nova.conf file.

e The configuration drive must have a filesystem label of config-2.
e The folder size must be no greater than 64 MB.

Depending on your OpenStack environment, you can use either an OpenStack command-line interface
(such as nova boot or openstack server create) or the OpenStack Dashboard (“Horizon”) to launch and
initialize a vSRX instance.

Perform Automatic Setup of a vSRX Instance Using an OpenStack Command-Line
Interface

You can launch and manage a vSRX instance using either the nova boot or openstack server create
commands, which includes the use of a validated Junos OS configuration user-data file from your local
directory to initialize the active configuration of the target vSRX instance.

To initiate the automatic setup of a vVSRX instance from an OpenStack command-line client:

1. If you have not done so already, create a configuration file with the Junos OS command syntax and
save the file. The configuration file can be plain text or MIME file type text/plain.

The user-data configuration file must contain the full vSRX configuration that is to be used as the
active configuration on each vSRX instance, and the string #junos-config must be the first line of the
user-data configuration file before the Junos OS configuration.

NOTE: The #junos-config string is mandatory in the user-data configuration file; if it is not
included, the configuration will not be applied to the vSRX instance as the active
configuration.

2. Copy the Junos OS configuration file to an accessible location from where it can be retrieved to

launch the vSRX instance.

3. Depending on your OpenStack environment, use the nova boot or openstack server create command to
launch the vSRX instance with a validated Junos OS configuration file as the specified user-data.

NOTE: You can also use the nova boot equivalent in an Orchestration service such as HEAT.

For example:



® nova boot -user-data </path/to/vsrx_configuration.txt> --image vSRX_image --flavor vSRX_flavor_instance

e openstack server create -user-data </path/to/vsrx_configuration.txt> --image vSRX_image --flavor

vSRX_flavor_instance
Where:

-user-data </path/to/vsrx_configuration.txt> specifies the location of the Junos OS configuration file.
The user-data configuration file size is limited to approximately 16,384 bytes.

--image vSRX_image identifies the name of a unique vSRX image.
--flavor vSRX_flavor_instance identifies the vSRX flavor (ID or name).

Starting in Junos OS Release 15.1X49-D130 and Junos OS Release 18.4R1, to enable the use of a
configuration drive for a specific request in the OpenStack compute environment, include the -config-
drive true parameter in the nova boot or openstack server create command.

NOTE: It is possible to enable the configuration drive automatically on all instances by
configuring the OpenStack Compute service to always create a configuration drive. To do this,
specify the force_config_drive=True option in the nova.conf file.

For example, to use the user-data attribute to pass the Junos OS configuration to each vSRX
instance:

nova boot -config-drive true -flavor vSRX_flavor_instance -image vSRX_image -user-data </path/to/

vsrx_configuration. txt>
Where:

-user-data </path/to/vsrx_configuration.txt> specifies the location of the Junos OS configuration file. The
user-data configuration file size is limited to approximately 64 MB.

-image vSRX_image identifies the name of a unique vSRX image.
-flavor vSRX_flavor_instance identifies the vSRX flavor (ID or name).

For example, to specify the configuration drive with multiple files (Junos OS configuration file and
license file):

nova boot -config-drive true -flavor vSRX_flavor_instance -image vSRX_image [-file /junos-config/

configuration.txt=/path/to/file] [-file /junos-license/license.lic=path/to/license]
Where:

[-file /junos-config/configuration.txt=/path/to/file] specifies the location of the Junos OS configuration
file.



[-file /junos-license/license.lic=path/to/license] specifies the location of the Junos OS configuration
file.

-image vSRX_image identifies the name of a unique vSRX image.

-flavor vSRX_flavor_instance identifies the vSRX flavor (ID or name).

4. Boot or reboot the vSRX instance. During the initial boot-up sequence, the vSRX instance processes
the cloud-init request.

NOTE: The boot time for the vSRX instance might increase with the use of the cloud-init
package. This additional time in the initial boot sequence is due to the operations performed
by the cloud-init package. During this operation, the cloud-init package halts the boot
sequence and performs a lookup for the configuration data in each data source identified in
the cloud.cfg. The time required to look up and populate the cloud data is directly
proportional to the number of data sources defined. In the absence of a data source, the
lookup process continues until it reaches a predefined timeout of 30 seconds for each data

source.

5. When the initial boot-up sequence resumes, the user-data file replaces the original factory-default
Junos OS configuration loaded on the vSRX instance. If the commit succeeds, the factory-default
configuration will be permanently replaced. If the configuration is not supported or cannot be applied
to the vSRX instance, the vSRX will boot using the default Junos OS configuration.

SEE ALSO

Cloud-Init Documentation

OpenStack command-line clients

Compute service (nova) command-line client
Openstack Server Create

Enabling the configuration drive (configdrive)

Instances

Perform Automatic Setup of a vSRX Instance from the OpenStack Dashboard
(Horizon)

Horizon is the canonical implementation of the OpenStack Dashboard. It provides a Web-based user
interface to OpenStack services including Nova, Swift, Keystone, and so on. You can launch and manage
a VSRX instance from the OpenStack Dashboard, which includes the use of a validated Junos OS
configuration user-data file from your local directory to initialize the active configuration of the target
vSRX instance.


https://cloudinit.readthedocs.io/en/latest/index.html
https://docs.openstack.org/user-guide/cli.html
https://docs.openstack.org/cli-reference/nova.html
https://docs.openstack.org/developer/python-openstackclient/command-objects/server.html#server-create
https://docs.openstack.org/project-install-guide/baremetal/draft/configdrive.html
https://docs.openstack.org/heat/pike/template_guide/basic_resources.html

To initiate the automatic setup of a VSRX instance from the OpenStack Dashboard:

1.

If you have not done so already, create a configuration file with the Junos OS command syntax and
save the file. The configuration file can be plain text or MIME file type text/plain.

The user-data configuration file must contain the full vSRX configuration that is to be used as the
active configuration on each vSRX instance, and the string #junos-config must be the first line of the
user-data configuration file before the Junos OS configuration.

NOTE: The #junos-config string is mandatory in the user-data configuration file; if it is not
included, the configuration will not be applied to the vSRX instance as the active
configuration.

Copy the Junos OS configuration file to an accessible location from where it can be retrieved to
launch the vSRX instance.

Log in to the OpenStack Dashboard using your login credentials and then select the appropriate
project from the drop-down menu at the top left.

On the Project tab, click the Compute tab and select Instances. The dashboard shows the various
instances with its image name, its private and floating IP addresses, size, status, availability zone,
task, power state, and so on.

Click Launch Instance. The Launch Instance dialog box appears.



From the Details tab (see Figure 5 on page 54), enter an instance name for the vSRX VM along with

the associated availability zone (for example, Nova) and then click Next. We recommend that you
keep this name the same as the hostname assigned to the vSRX VM.

Figure 58: Launch Instance Details Tab
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From the Source tab (see Figure 6 on page 55), select a vSRX VM image source file from the
Available list and then click +(Plus). The selected vSRX image appears under Allocated. Click Next.

Figure 59: Launch Instance Source Tab
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Q  Click here for filters.
Updated
Name = paated  size Type  Visibility
> Centos_Image A ag 1267 MB  RAW Public +
9 AM
5/10/17 5:
.07 i +
> vsrx 25 PM 3.07 GB QCOW2 Public
> VvSRXDT75 2?2; 10 290 GB QCOW2 Public -




272

From the Flavor tab (see Figure 7 on page 56), select a vSRX instance with a specific compute,

memory, and storage capacity from the Available list and then click +(plus sign). The selected vSRX

flavor appears under Allocated. Click Next.

Figure 60: Launch Instance Flavor Tab

Launch Instance

Details

Source

Flavor

Networks *
Network Ports
Security Groups
Key Pair
Configuration

Metadata

(2}
Flavors manage the sizing for the compute, memary and storage capacity of the instance.
Allocated
Total Root Ephemeral .
Name VCPUS RAM Disk Disk Disk Public
> E:I'med' 2 4GB 40GB 40GB 0GB Yes %
v Available Select one
Q  Click here for filters.
. Total Root Ephemeral .
Name VCPUS RAM Disk Disk Disk Public
; 512 1G
> mitiny 1 MB 1 GB B 0GB Yes +
2G
> mi.small 1 8 20GB 20GB 0GB Yes +
vSRX2.0_3 2.9 2G
> CcPU_ 2GB 2CB B 0GB Yes +
vSRX2.0_3 39
> CPU_3Intf 3 1GB 16GB 16GB 0GB Yes +
> m1large 4 8GCB B80GB 80GB 0GB Yes +
> mixlarge 8 16 GB ;50 S ;60 = 0GB Yes +

9. From the Networks tab (see Figure 8 on page 57), select the specific network of the vSRX instance
from the Available list and then click +(plus sign). The selected network appears under Allocated.

Click Next.



NOTE: Do not update any parameters in the Network Ports, Security Groups, or Key Pair
tabs in the Launch Instance dialog box.

Figure 61: Launch Instance Networks Tab

Launch Instance

Details

Source

Flavor
Networks
Network Ports
Security Groups
Key Pair
Configuration

Metadata

X Cancel

(2]
Networks provide the communication channels for instances in the cloud.
+ Allocated Select networks from those listed below.
Admin
Network Subnets Associated Shared State Status
N MgmtVN  b9803761-3b3b-4853-b9a0 .
1 2, -6f1cef808102 ol e
+ Available Select at least one network
Q | Click here for filters.
Network « Subnets Associated Shared ot Status
State
a6fd1f2a-4bcd-4485-a1da-4 .
> LeftVN 91162d4abdc No Up Active +
cb5625bd-880f-4c2d-a50a-2
i -
> MgmtVN2 776d48d660f No Up Active
7466febf-a26a-47a3-8d0c-e :
> OtherOVN 190666123 No Up Active +
% RightVN 516ded2c-b58f-4cfb-abab-12 No Up Active +

e584de6b8b

<Back Next > & Launch Instance
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10. From the Configuration tab (see Figure 9 on page 58), click Browse and navigate to the location of

the validated Junos OS configuration file from your local directory that you want to use as the user-

data file. Click Next.

Figure 62: Launch Instance Configuration Tab

Launch Instance

Details

Source

Flavor
Networks
Network Ports
Security Groups
Key Pair
Configuration

Metadata

X Cancel

@

You can customize your instance after it has launched using the options available here.
"Customization Script” is analogous to "User Data" in other systems.

Customization Script Script size: 0 bytes of 16.00 KB

Load script from a file
Choose File  No file chosen

Disk Partition

Automatic

ar

Configuration Drive

< Back Next > & Launch Instance

11. Confirm that the loaded Junos OS configuration contains the #junos-config string in the first line of
the user-data configuration file (see Figure 10 on page 59) and then click Next.
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NOTE: Do not update any parameters in the Metadata tab of the Launch Instance dialog

box.

Figure 63: Launch Instance Configuration Tab with Loaded Junos OS Configuration

Launch Instance

Details

Source

Flavor
Networks
Network Ports
Security Groups
Key Pair
Configuration

Metadata

% Cancel

(2]

You can customize your instance after it has launched using the options available here.
"Customization Script" is analogous to "User Data" in other systems.

Customization Script (Modified) Script size: 3.42 KB of 16.00 KB

## Last commit: 2017-05-01 18:43:01 UTC by root
version "15.1-2017-04-26.1_DEV_X_151_X49 [ssd-builder]";
groups {
amoluser {
system {
root-authentication {
ssh-rsa "ssh-rsa

Load script from a file
Choose File user-data

Disk Partition

Automatic

Ak

Configuration Drive

< Back Next » & Launch Instance

12. Click Launch Instance. During the initial boot-up sequence, the vSRX instance processes the cloud-

init request.

NOTE: The boot time for the vSRX instance might increase with the use of the cloud-init
package. This additional time in the initial boot sequence is due to the operations performed
by the cloud-init package. During this operation, the cloud-init package halts the boot
sequence and performs a lookup for the configuration data in each data source identified in
the cloud.cfg. The time required to look up and populate the cloud data is directly
proportional to the number of data sources defined. In the absence of a data source, the
lookup process continues until it reaches a predefined timeout of 30 seconds for each data

source.
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13. When the initial boot-up sequence resumes, the user-data file replaces the original factory-default
Junos OS configuration loaded on the vSRX instance. If the commit succeeds, the factory-default
configuration will be permanently replaced. If the configuration is not supported or cannot be
applied to the vSRX instance, the vSRX will boot using the default Junos OS configuration.

SEE ALSO

Cloud-Init Documentation
OpenStack Dashboard
Launch and Manage Instances

Horizon: The OpenStack Dashboard Project

Release History Table

Release

15.1X49-
D130

15.1X49-
D100

Description

Starting in Junos OS Release 15.1X49-D130 and Junos OS Release 18.4R1, the cloud-init
functionality in vSRX has been extended to support the use of a configuration drive data source in
an OpenStack environment. The configuration drive uses the user-data attribute to pass a
validated Junos OS configuration file to the vSRX instance.

Starting in Junos OS Release 15.1X49-D100 and Junos OS Release 17.4R1, the cloud-init package
(version 0.7x) comes pre-installed in the vSRX image to help simplify configuring new vSRX
instances operating in an OpenStack environment according to a specified user-data file. Cloud-
init is performed during the first-time boot of a vSRX instance.


https://cloudinit.readthedocs.io/en/latest/index.html
https://docs.openstack.org/user-guide/dashboard.html
https://docs.openstack.org/user-guide/dashboard-launch-instances.html
https://docs.openstack.org/developer/horizon/
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vSRX VM Management with Contrail
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Connect to the vSRX Management Console

IN THIS SECTION

Connect to the vSRX Management Console with Horizon | 277

Connect to the vSRX Management Console with Contrail | 277

Ensure that you have launched the vSRX VM with Contrail.

You can connect to the vSRX console through OpenStack or Contrail.

Connect to the vSRX Management Console with Horizon
To connect to the vSRX console with OpenStack Horizon:

1. From the Horizon GUI, select your project, and select Compute>Instances. The list of existing
instances appears.

2. From the Actions column, select Console from the More list. The vSRX console appears, and you can
log in to the management port for the vSRX instance.

Connect to the vSRX Management Console with Contrail

To connect to the vSRX console of a vSRX VM with Contrail:



1. From the Contrail GUI, select your project, and select Configure>Services>Service Instances. The list
of existing service instances appears.

2. Click on the left arrow next to the vSRX VM to expand to the Service Instance Details view.

3. Click the View Console link on the right. The vSRX console appears, and you can log in to the
management port for the vSRX.

OpenStack End User Guide

Contrail - Creating an In-Network or In-Network-NAT Service Chain

Manage the vSRX VM

IN THIS SECTION

Power On the VM from OpenStack | 278
Pause the VM | 278

Restart the VM | 279

Power Off the VM from OpenStack | 279
Delete the vSRX VM from Contrail | 279

Each vSRX instance is an independent virtual machine (VM) that you can power on, pause, or shut down.

Power On the VM from OpenStack
To power on the VM:

1. From the OpenStack dashboard for your project, select Compute>Instances. The list of existing
instances appears.

2. Check the VM you want to power on.

3. From the Actions column, select Start Instance from the list.

Pause the VM

To pause the VM:


http://docs.openstack.org/user-guide/content/
https://www.juniper.net/documentation/en_US/contrail2.2/topics/task/configuration/service-chaining-example-ui.html

1. From the Horizon GUI for your project, select Compute>Instances. The list of existing instances
appears.
2. Check the VM that you want to pause.

3. From the Actions column, select Pause Instance from the list.

Restart the VM
To restart the VM:

1. From the Horizon GUI for your project, select Compute>Instances. The list of existing instances
appears.

2. Check the VM that you want to reboot.
3. Select Soft Reboot Instance from the More list to restart the VM.

Power Off the VM from OpenStack
To power off the VM:

1. From the OpenStack dashboard for your project, select Compute>Instances. The list of existing

instances appears.
2. Check the VM you want to power off.
3. From the Actions column, select Console from the list. The console opens.
4. From the console, power off the VM.

user@host>request system power-off

Delete the vSRX VM from Contrail

BEST PRACTICE: We recommend that you use Contrail to delete any VMs used in service chains
created by Contrail.

To delete the VM from Contrail:

1. From the Contrail GUI for your project, select Configure>Services>Service Instances. The list of
existing service instances appears.

2. Select the VM that you want to delete.

3. Click trash icon on the upper right menu to delete the selected VMs.

Contrail - Creating an In-Network or In-Network-NAT Service Chain


https://www.juniper.net/documentation/en_US/contrail2.2/topics/task/configuration/service-chaining-example-ui.html

‘ OpenStack End User Guide

Upgrade Multicore vSRX with Contrail
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Modify an Image Flavor for vSRX with the Dashboard | 281

Update a Service Template | 282

Starting in Junos OS Release 15.1X49-D70 and Junos OS Release 17.3R1, you can scale up the number
of vVCPUs or vVRAM for a vSRX VM. You must gracefully power off the vSRX VM before you can scale up
VSRX. See Manage the vSRX VM for details.

You can modify an existing flavor with the OpenStack Dashboard (Horizon). You cannot use the
OpenStack CLI (nova flavor) commands to modify the CPU or RAM settings on an existing flavor. Instead,
create a new flavor and modify the vSRX service template in Contrail to use this new flavor. See the
Create an Image Flavor with OpenStack for details.

NOTE: You cannot scale down the number of vCPUs or vVRAM for an existing vSRX VM.

Configure Multi-queue Virtio Interface for vSRX VM with OpenStack

Before you plan to scale up vSRX performance, enable network multi-queuing as a means to support an
increased number of dataplane vCPUs for the vVSRX VM. The default for vSRX in Contrail is 2 dataplane
vCPUs, but you can scale that number to 4 vCPUs.

To use multiqueue virtio interfaces, ensure your system meets the following requirements:

OpenStack Liberty supports the ability to create VMs with multiple queues on their virtio interfaces.
Virtio is a Linux platform for 1/O virtualization, providing a common set of 1/0 virtualization drivers.
Multiqueue virtio is an approach that enables the processing of packet sending and receiving to be
scaled to the number of available virtual CPUs (vCPUs) of a guest, through the use of multiple queues

e The OpenStack version must be Liberty or greater.


http://docs.openstack.org/user-guide/content/

e The maximum number of queues in the vSRX VM interface is set to the same value as the number of
vCPUs in the guest.

e The vSRX VM image metadata property is set to enable multiple queues inside the VM.

Use the following command on the OpenStack node to enable multiple queues on a vSRX VM in
Contrail:

source /etc/contrail/openstackrc
nova image-meta <image_name> set hw_vif_multiqueue_enabled="true"

After the vSRX VM is spawned, use the following command on the virtio interface in the guest to enable
multiple queues inside the vVSRX VM:

ethtool -L <interface_name> combined <#queues>

Modify an Image Flavor for vSRX with the Dashboard

OpenStack uses VM templates, or flavors, to set the memory, vCPU, and storage requirements for an
image.

To Modify an image flavor for vSRX with the OpenStack dashboard:

1. From the dashboard select your project, and select Admin>System Panel>Flavors. The list of existing
image flavors appears, as shown in Figure 64 on page 281.

Figure 64: OpenStack Flavors

l_ll:')l_ll"ll:l_l0 OpenStack Dashboard @ admin ~ admin £ Sign Out
G Flavors
Admin
System FlaVOl"S Filter a m + Create Flavor
i Fvoe VCPUs RAM Fimat | Ephemurat | e Public Metadata Actions
Name Disk Disk Disk
Fypetvisors mi.tiny 1 s12M8 1GB 0GB oMB 1 Yes Mo
it e s mit.small 1 2048MB 2068 0GB oMa 2 Yes N
Instances c3F24e6f-25dF
VSRX1.0 2 2048MB 268 0GB OMB  4014-bfds Yes EditFlavor
sda2bs6adbab
Volumes
edezecdé-
Favors vsrxFf2 2 4096MB 2068 0GB omp | 2024213 Yes i EditFlavor ~

8702
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2. Select the vSRX flavor and click Edit Flavor. The Edit Flavor dialog box appears.
3. Increase the number of vCPUs for your configuration. The minimum required for vSRX is 2 vCPUs.
4. Increase the RAM MB value. The minimum required for vSRX is 4096 MB.

281



5. Click Create Flavor. The flavor appears on the Flavors tab.

Update a Service Template

If you created a new image flavor for an existing vSRx instance, you need to update the service template
to use this new image flavor before you relaunch the vSRX instance.

To update a service template:

1. From Contrail, select Configure>Services>Service Templates. The list of existing service templates
appears.

Click on the vSRX service template and select edit.

Expand Advanced Options and select the new instance flavor from the Instance Flavor list.
Click Save to update this service template.

Power on the vSRX VM. See Manage the vSRX VM for details.

LA

Release History Table

Release Description

15.1X49-D70 @ Starting in Junos OS Release 15.1X49-D70 and Junos OS Release 17.3R1, you can scale up the
number of vCPUs or VRAM for a vSRX VM.

OpenStack Installation Guide
OpenStack End User Guide

Monitor vSRX with Contrail

To monitor basic statistics on the vSRX VM with Contrail:

On Contrail, select Monitor>Networking>Instances. The list of existing VMs appears.
Expand the row for the VM that you want to monitor. The CPU and memory statistics appear.

On Contrail, select Monitor>Networking>Networks. The list of existing virtual networks appears.

M ODd PR

Expand the row for the virtual network that you want to monitor and select Traffic Statistics. The
traffic and throughput statistics appear.


http://docs.openstack.org/kilo/install-guide/install/apt/content/
http://docs.openstack.org/user-guide/content/
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https://www.juniper.net/documentation/en_US/contrail2.2/topics/task/configuration/monitoring-networking-vnc.html
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Nutanix Platform Overview
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The Nutanix Virtual Computing Platform is a converged, scale-out compute and storage system that is
purpose-built to host and store virtual machines (VMs).

All nodes in a Nutanix cluster converge to deliver a unified pool of tiered storage and present resources
to VMs for seamless access. A global data system architecture integrates each new node into the cluster,
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allowing you to scale the solution to meet the needs of your infrastructure. Nutanix supports VMware
vSphere (ESXi), Microsoft HyperV, Citrix XenServer, and Nutanix Acropolis hypervisor (AHV) (KVM-
based).

The foundational unit for the cluster is a Nutanix node. Each node in the cluster runs a standard
hypervisor and contains processors, memory, and local storage (SSDs and hard disks).

The Nutanix cluster has a distributed architecture, which means that each node in the cluster shares in
the management of cluster resources and responsibilities. Within each node, there are software
components that perform specific tasks during cluster operation. All components run on multiple nodes
in the cluster, and depend on connectivity between their peers that also run the component. Most
components also depend on other components for information.

A Nutanix Controller VM runs on each node, enabling the pooling of local storage from all nodes in the
cluster.

Node 1 Node 2 Node n

v
Controller VM Guest VM Controller VM Guest VM Controller VM Guest VM
|"""""‘%{%‘%%%%{{%%%{%“““““‘l |"""""‘%{%‘%%“%‘%%%%“““““‘l |"""""‘%{%‘%%%%{{*%%%%““““““
L XX ]

SCSI Controller SCSI Controller

SCSI Controller

VL | EEFT T NI

Guest VM Data Management

2300390

VM data is stored locally, and replicated on other nodes for protection against hardware failure.

When a guest VM submits a write request through the hypervisor, that request is sent to the Controller
VM on the host. To provide a rapid response to the guest VM, this data is first stored on the metadata
drive, within a subset of storage. This cache is rapidly distributed across the 10-Gigabit Ethernet GbE
network to other metadata drives in the cluster. Oplog data is periodically transferred to persistent
storage within the cluster. Data is written locally for performance and replicated on multiple nodes for
high availability.

When the guest VM sends a read request through the hypervisor, the Controller VM will read from the
local copy first, if present. If the host does not contain a local copy, then the Controller VM will read



across the network from a host that does contain a copy. As remote data is accessed, it will be migrated
to storage devices on the current host, so that future read requests can be local.

Guest VM data management includes the following features:

MapReduce tiering—Nutanix cluster dynamically manages data based on how frequently it is
accessed. New data is saved on the SSD tier. Frequently accessed data is kept on the SSD tier and
old data is migrated to the HDD tier.

Automated data migration also applies to read requests across the network. If a guest VM repeatedly
accesses a block of data on a remote host, the local controller VM migrates that data to the SSD tier
of the local host. This migration not only reduces network latency, but also ensures that frequently
accessed data is stored on the fastest storage tier.

Live migration—Live migration of VMs, whether it is initiated manually or through an automatic
process like vSphere DRS, is fully supported by the Nutanix Virtual Computing Platform. All hosts
within the cluster have visibility into shared Nutanix datastores through the Controller VMs. Guest
VM data is written locally, and is also replicated on other nodes for high availability.

If a VM is migrated to another host, future read requests are sent to a local copy of the data, if it
exists. Otherwise, the request is sent across the network to a host that does contain the requested
data. As remote data is accessed, the remote data is migrated to storage devices on the current host,
so that future read requests are local.

High availability (HA)—The built-in data redundancy in a Nutanix cluster supports high availability
provided by the hypervisor. If a node fails, all high-availability-protected VMs can be automatically
restarted on other nodes in the cluster. The hypervisor management system, such as vCenter, selects
a new host for the VMs, which might or might not contain a copy of the VM data.

Virtualization management VM high availability—In virtualization management VM high availability,
when a node becomes unavailable, VMs that are running on that node are restarted on another node
in the same cluster.

Typically, an entity failure is detected by its isolation from the network (the failure to respond to
heartbeats). Virtualization management ensures that at most one instance of the VM is running at
any point during a failover. This property prevents concurrent network and storage /O that could
lead to corruption.

Virtualization management VM high availability implements admission control to help ensure that in
case of node failure, the rest of the cluster has enough resources to accommodate the other VMs.

Datapath redundancy—The Nutanix cluster automatically selects the optimal path between a
hypervisor host and its guest VM data. The Controller VM has multiple redundant paths available,
which makes the cluster more resilient to failures.



When available, the optimal path is through the local Controller VM to local storage devices. In some
situations, the data is not available on local storage, such as when a guest VM was recently migrated
to another host. In those cases, the Controller VM directs the read request across the network to
storage on another host through the Controller VM of that host.

Datapath redundancy also responds when a local Controller VM is unavailable. To maintain the
storage path, the cluster automatically redirects the host to another Controller VM. When the local
Controller VM comes back online, the datapath is returned to this VM.

VSRX Deployment with Nutanix Overview
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This topic provides an overview of vVSRX deployment on Nutanix Enterprise Cloud.

VvSRX offers the same full-featured advanced security as the physical Juniper Networks SRX Series
Services Gateways, but in a virtualized form factor. Handling speeds up to 100 Gbps, making it the
industry’s fastest virtual firewall. vSRX with Nutanix delivers:

e Asingle platform delivering high performance and predictable scale for any virtual workload.
e High-performance networking and security for scale-out virtual data centers.

¢ Flexibility with multi-hypervisor support (Hyper-V, ESXi, and Acropolis Hypervisor) and a full
appliance portfolio for the right mix of compute and storage resources.

e VMs that keep running and are protected with VM-centric backups and integrated disaster recovery.

¢ Innovative Virtual Chassis Fabric architecture with automation capabilities for simplified
management.

Manual, rigid, and static connectivity and security implementations might work in traditional network
environments. In the multicloud era, however, where application requirements are highly dynamic,
network security must be an agile and scalable partner to compute and storage.

Enterprise multiclouds typically employ perimeter security solutions like Nutanix Enterprise Cloud to
block threats contained in north-south traffic entering or leaving the HCI. Effective as they are, these
solutions cannot defend against threats introduced by compromised virtual machines (VMs) that infect
east-west traffic flowing within the data center itself, between applications and services. If these threats
are not identified and addressed in a timely manner, they could compromise mission-critical applications



and lead to the loss of sensitive data, causing irreparable harm to revenue and reputation of an
organization.

vSRX works with Nutanix Enterprise Cloud to provide advanced security, consistent management,
automated threat remediation, and effective microsegmentation—delivering a secure and automated
solution for defending today’s multicloud environments.

The joint Juniper Networks-Nutanix hyperconverged solution helps enterprises secure their multicloud
environments with advanced security, consistent management, automated threat remediation,
automation, and effective microsegmentation. Enterprises can now easily deploy a secure and
automated multicloud without the overhead of operational and management complexity.

Nutanix provides on-demand services in the cloud. Services range from Infrastructure as a Service (laaS)
and Platform as a Service (SaaS), to Application and Database as a Service. Nutanix is a highly flexible,
scalable, and reliable cloud platform. In Nutanix, you can host servers and services on the cloud as bring-
your-own-license (BYOL) service.

Benefits of vSRX with Nutanix

e Advanced security—Protects the business by delivering advanced security services, including user
and application firewall, advanced threat prevention, and intrusion prevention.

¢ Microsegmentation—Employs microsegmentation to secure applications and defend against lateral
threat propagation in the enterprise multicloud. Protects virtual workloads through effective
microsegmentation.

Microsegmentation facilitates granular segmentation and control by applying security policies at the
virtualized host level. From a security perspective, the more granular level at which a threat can be
blocked, the more effective the defense will be in containing the threat’s propagation. Administrators
must augment their security solutions with microsegmentation and automated threat remediation,
providing the visibility and control required to protect lateral data center traffic from common
breaches.

o Visibility—Provides granular visibility and analytics into application, user, and IP behavior.

e Automation—Offers rich APIs and automation libraries from Nutanix and Juniper Networks to enable
agile DevOps workflows; to deliver improved security response through unified automation of
security and networking workflows.

e Operational simplicity—Streamlines and enables policy deployment and enforcement with single-
pane management and simple, intuitive controls across multicloud deployments.



Understand vSRX Deployment with Nutanix AHV
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Nutanix Acropolis hyperconverged infrastructure (HCI) supports customer choice in virtualization
solutions including VMware vSphere (ESXi), Microsoft HyperV, Citrix XenServer, and Nutanix AHV. AHV
is a feature-rich Nutanix hypervisor. AHV is an enterprise-ready hypervisor based on proven open-
source technology. Nutanix AHV is a license-free virtualization solution included with Acropolis that
delivers enterprise virtualization ready for a multicloud world. With Acropolis and AHV, virtualization is
tightly integrated into the Nutanix Enterprise Cloud OS rather than being layered on as a standalone
product that needs to be licensed, deployed and managed separately.

Common tasks such as deploying, cloning, and protecting VMs are managed centrally through Nutanix
Prism, rather than utilizing disparate products and policies in a piecemeal strategy.

Figure 65 on page 290 illustrates how security is provided for applications running in a private subnet of
Nutanix Enterprise Cloud with AHV hypervisor.

Figure 65: vSRX Deployment in Nutanix Enterprise Cloud
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Nutanix AHV

The Nutanix AHV virtualization solution, including the tools you need to manage it, ships from the
factory already installed and ready to go state so that you can have the system up and running as soon
as you have racked the cluster and powered it on. When the system is up and running, you can maintain
the environment through a simple HTML 5 Web UI. Prism Element, which is available on each cluster
you deploy, integrates this Ul with the overall Nutanix solution. You can access Prism Element through
each individual Nutanix cluster through the cluster IP or any of the individual Nutanix Controller Virtual



Machine (CVM) IP addresses. Prism Element requires no additional software; it is built into every
Nutanix cluster and incorporates support for AHV.

If you prefer a more centralized mechanism for managing your deployment, Prism Central is available
from the Nutanix portal or can be deployed directly from the Nutanix cluster. Prism Central is a robust
optional software appliance VM that can run on ESXi, Hyper-V, or AHV.

Prism Central is both a platform and a hypervisor-agnostic management interface, providing an
aggregate view of your deployed Nutanix clusters. In addition to allowing you to view and manage the
cluster, Prism Central provides insight into VMs, hosts, disks, and containers or pooled disks.

Prism Central provides a single pane of glass for managing not only multiple Nutanix clusters, but also
the native Nutanix hypervisor, AHV. Unlike other hypervisors, AHV requires no additional back-end
applications or database to maintain the data rendered in the Ul.

Prism runs on every node in the cluster, but like other components, it elects a leader. All requests are
forwarded from the followers to the leader using Linux iptables. This allows administrators to access
Prism using any Controller VM IP address. If the Prism leader fails, a new leader is elected. The leader
also communicates with the ESXi hosts for VM status and related information. Junos Space Security
Director manages vSRX Virtual Firewalls deployed on each node of a Nutanix AHV cluster, and it acts as
a unified security policy manager to apply consistent policies across all vSRX VMs in Nutanix-based
private and public clouds (AWS/Azure).

Traffic between VMs and applications is redirected through the vSRX, allowing next-generation firewall
security services with advanced threat prevention to be provisioned. Security policies enforced on traffic
inside the Nutanix Enterprise Cloud augment the Nutanix HCI with microsegmentation, blocking
sophisticated threats that propagate laterally while identifying and controlling application and user
access. This enables security administrators to isolate and segment mission-critical applications and data
using zero trust security principles.

Components of vSRX Deployment with Nutanix

Joint solution with vSRX and Nutanix includes the following key components:

e VSRX Virtual Firewall—vSRX offers the same full-featured advanced security as the physical Juniper
Networks SRX Series Services Gateways, but in a virtualized form.

e Junos Space Security Director—Junos Space Security Director allows network operators to manage a
distributed network of virtual and physical firewalls from a single location. Serving as the
management interface for the vSRX Virtual Firewall, Security Director manages the firewall policies
on all vSRX instances. It includes a customizable dashboard with details, threat maps, and event logs,
providing unprecedented visibility into network security. Remote mobile monitoring is also possible
through a mobile application for Google Android and Apple iOS systems.

e Nutanix AHV—Nutanix AHV is an enterprise-class virtualization solution included with the Nutanix
Enterprise Cloud OS, with no additional software components to license, install, or manage. Starting
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with proven open-source virtualization technology, AHV combines an enhanced datapath for optimal
performance, security hardening, flow network virtualization, and complete management features to
deliver a leaner yet more powerful virtualization stack, no costly shelfware, and lower virtualization
costs.

¢ Nutanix Manager (Nutanix Prism)—Nutanix Prism is an end-to-end management tool for
administrators to configure and monitor the Nutanix cluster and solutions for virtualized data center
environments using the nCLI and the Web console. The end-to-end management capability
streamlines and automates common workflows, eliminating the need for multiple management
solutions across data center operations. Powered by advanced machine learning technology, Prism
analyzes system data to generate actionable insights for optimizing virtualization and infrastructure
management.

Sample vSRX Deployment Using Nutanix AHV

A Sample vSRX deployment to provide security for applications running in a private subnet of Nutanix
Enterprise Cloud with AHV hypervisor is shown in Figure 66 on page 292.

Figure 66: Sample vSRX Deployment in Nutanix Enterprise Cloud Using AHV
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A vSRX image is loaded into the Linux-based kernel with Nutanix AHV virtualization solution as the
hypervisor. AHV-based VMs support multitenancy, allowing you to run multiple vSRX VMs on the host
OS. AHV manages and shares the system resources between the host OS and the multiple vSRX VMs.

NOTE: vSRX requires you to enable hardware-based virtualization on a host OS that contains an
Intel Virtualization Technology (VT) capable processor.

The basic components of this deployment include:



e Linux bridge—Used for CVM control traffic
e Open vSwitch (OVS) bridge(s)—Used form VM traffic and to connect to physical ports

e Physical switch—Transports in or out traffic to the physical network ports on the host

Requirements for vSRX on KVM
Upgrade a Multi-core vSRX
Install vSRX with KVM

Requirements for vSRX on Nutanix
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System Requirements for Nutanix | 293

Reference Requirements | 296

These topics provide an overview of requirements for deploying a vSRX 3.0 instance on Nutanix.

System Requirements for Nutanix

IN THIS SECTION

| 294
Interface Mapping for vSRX 3.0 on Nutanix | 294
vSRX 3.0 Default Settings on Nutanix | 295

Best Practices for Improving vVSRX 3.0 Performance | 296

This topic provides the system requirement details.


https://www.juniper.net/documentation/en_US/vsrx/topics/reference/general/security-vsrx-system-requirement-with-kvm.html
https://www.juniper.net/documentation/en_US/vsrx/topics/task/multi-task/security-vsrx-with-kvm-scaling.html
https://www.juniper.net/documentation/en_US/vsrx/topics/task/multi-task/security-vsrx-with-kvm-installing.html

Table 57 on page 294 lists the system requirements for a vSRX 3.0 instance deployed on Nutanix.

Table 57: System Requirements for vSRX 3.0

Component Specification and Details
Hypervisor support AHV 5.9

Memory 4 GB

Disk space 16 GB

vCPUs 2

vNICs Upto 8

VvNIC type Virtio

Interface Mapping for vSRX 3.0 on Nutanix

Table 58 on page 294 shows the vSRX 3.0 and Nutanix interface names. The first network interface is
used for the out-of-band management (fxp0) for vSRX 3.0.

Table 58: vSRX 3.0 and Nutanix Interface Names

Interface VSRX 3.0 Interface Nutanix Interface
Number

1 fxpO ethO

2 ge-0/0/0 eth1

3 ge-0/0/1 eth2

4 ge-0/0/2 eth3



Table 58: vSRX 3.0 and Nutanix Interface Names (Continued))

Interface VSRX 3.0 Interface Nutanix Interface
Number

5 ge-0/0/3 eth4

6 ge-0/0/4 eth5

7 ge-0/0/5 ethé

8 ge-0/0/6 eth7

We recommend putting revenue interfaces in routing instances as a best practice to avoid asymmetric
traffic/routing, because fxpO is part of the default (inet.0) table by default. With fxpO0 as part of the
default routing table, there might be two default routes needed: one for the fxpO interface for external
management access, and the other for the revenue interfaces for traffic access. Putting the revenue
interfaces in a separate routing instance avoids this situation of two default routes in a single routing
instance.

NOTE: Ensure that interfaces belonging to the same security zone are in the same routing
instance. See KB Article - Interface must be in the same routing instance as the other interfaces
in the zone.

VvSRX 3.0 Default Settings on Nutanix

vSRX 3.0 requires the following basic configuration settings:

e Interfaces must be assigned IP addresses.

¢ Interfaces must be bound to zones.

e Policies must be configured between zones to permit or deny traffic.

Table 59 on page 296 lists the factory-default settings for security policies on the vSRX 3.0.


https://kb.juniper.net/InfoCenter/index?page=content&id=KB26775&actp=search
https://kb.juniper.net/InfoCenter/index?page=content&id=KB26775&actp=search

Table 59: Factory-Default Settings for Security Policies

Source Zone Destination Zone Policy Action
trust untrust permit
trust trust permit

A CAUTION: Do not use the load factory-default command on a vSRX 3.0 Nutanix
instance. The factory-default configuration removes the Nutanix preconfiguration. If
you must revert to factory default, ensure that you manually reconfigure Nutanix
preconfiguration statements before you commit the configuration; otherwise, you will
lose access to the vSRX 3.0 instance. See Configure vSRX Using the CL/for Nutanix
preconfiguration details.

Best Practices for Improving vSRX 3.0 Performance

Refer the following deployment practices to improve vSRX 3.0 performance:

Disable the source/destination check for all vSRX 3.0 interfaces.
Limit public key access permissions to 400 for key pairs.

Ensure that there are no contradictions between Nutanix security groups and your vSRX 3.0
configuration.

Use vSRX 3.0 NAT to protect your instances from direct Internet traffic.

Reference Requirements

Requirements for vSRX 3.0 with different types of Hypervisors are:

Requirements for vSRX on VMware—See Requirements for vSRX on VMware
Requirements for vSRX on KVM-Based Hypervisor—See Requirements for vSRX on KVM

Requirements for vSRX with Hype-V-Based Hypervisor—See Requirements for vSRX on Microsoft
Hyper-V
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Install vSRX in Nutanix
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Launch and Deploy vSRX in Nutanix AHV Cluster

IN THIS SECTION

Log In to Nutanix Setup | 297
Adding a vVSRX Image | 299
Network Creation | 299

Create and Deploy a vSRX VM | 300
Power on the VSRX VMs | 307

Launch vSRX VM Console | 309

Before you begin, you need a Nutanix account and an Identity and Access Management (IAM) role, with
all required permissions to access, create, modify, and delete Nutanix cloud objects. You should also
create access keys and corresponding secret access keys, X.509 certificates, and account identifiers. For
better understanding of Nutanix terminologies and their use in vSRX deployments, see Understanding
vSRX with Nutanix.

The topics in this section help you launch vSRX instances in a Nutanix AHV cluster.

Log In to Nutanix Setup
This topic provide details on how to log in to Nutanix setup.

Log in to the Nutanix Management Console.


https://uat.juniper.net/documentation/test/us/en/software/vsrx/vsrx-nutanix/topics/topic-map/vsrx-and-nutanix-overview.html
https://uat.juniper.net/documentation/test/us/en/software/vsrx/vsrx-nutanix/topics/topic-map/vsrx-and-nutanix-overview.html
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NOTE: To access the Nutanix management console, remote access must be enabled on your local
machine.

Once you have logged in to the remote Windows machine, you can access the Nutanix Prims Enable
using your Web browser.

Figure 67: Prism Element Login Page




After you provide login details, the Nutanix Prism home page appears.

Figure 68: Initial Page of Prism Element
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Adding a vSRX Image

Before you create a vSRX image, copy the image in the local machine from which the image can be
accessed by Nutanix Prism Element. After copying, locally source the images from Prism GUI.

All the required vSRX images are available in the Juniper download page. After you copy the vSRX image
on the local machine, complete the following steps to upload the image in Nutanix:

1. Click the Image configuration option from the Tool menu in the on top-right corner of the Prism
home page.

2. Click the Upload Image tab.

3. Enter the required image details and provide a local file path under Image source. Wait for the image
to be uploaded successfully.

Network Creation
This topic provides details on configuring the network for deploying vSRX VMs.
You can create a Routing Engine-FPC (RE-FPC) (or any other network) using the following steps:

1. At the top-right corner of the Nutanix Prism page, under Settings, click the Network Configuration
option.



2. Click the Create Network button, add details for creating an internal network for RE-FPC
communication, and click the Save button.

A message appears, indicating that the RE-FPC internal network was successfully created.

NOTE: In this deployment guide, all the the networks created on Nutanix setup are VLAN-based
networks. Therefore, if you are deploying a Routing Engine and FPC on different hosts (compute
nodes), the VLAN that is used by the RE-FPC internal networks must be part of the allowable
VLAN range that is configured on the top-of-rack switch connecting the two machines.

We tested the use case in which the Routing Engine and FPC were deployed on different hosts.
However, for all our other tests, we deployed the Routing Engine and FPC on the same host.

Create and Deploy a vSRX VM
This topic provides details on how to deploy a vSRX VM.

In Acropolis-managed clusters, you can create a new virtual machine (VM) through the Web console.
When creating a VM, you can configure all of its components, such as number of vCPUs and memory,
but you cannot attach a volume group to the VM. Attaching a volume group is possible only when you
are modifying a VM.

1. Click the Home menu at the top of the Prism home page and select the VM option from the drop-
down list as as shown in Figure 69 on page 300.

Figure 69: VM Option Page
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2. To create a VM, select the VM option under the Home tab (top-left corner) and click + Create VM at
the top-right side of the VM page as shown in Figure 70 on page 301.

Figure 70: VM Page

BizDevi2 M A®- 2 Q ? o

CGVERB020 8 1268 1063 GiB / 300 Gi8 0% o Yes No
Citrix-ADC BizDevi2 J/AHV 1016.48. 9 16 GiB 207Gig/70GiB 3427 0 0 7Keps 068ms  Yes No
Citrix-ADM 8 3268 124Gig/120 Gig o o Yes No
Citrix-ADM-Test BizDevi2 VAHV 1016.48. 8 268 33GiB/ 240 GIB 087% 0 2 196 KBps 08ms  Yes No
2359GiB /5244

* CitrixDDC BizDevi2-J/AHV 1016.48. 9 206Gi8 P 322 3109 0 2 14 K8ps 087ms  Yes No
20.56 GiB / 102.44

CitrixMaster BizDevi2-4/AHV 1016.37. 2 4GB o 866% 65.96° 0 o 1KBps 181ms  Yes No

CTXClient BizDevi2 J/AHV 2 4GB 831GiB/100.05Gig 051 1901 0 0 0Keps 086ms  Yes No
19.06 GiB / 100.02

01 BizDevi2-2/AHV 1016.37. 4 4Gig p— 099 37 0 1 14K8ps 105ms  Yes No

tx03 4 4GB 1777GiB/100.02Gig o o Yes No

Cluster-wide CPU Usage

The Create VM page appears as shown in Figure 71 on page 302.

3. On the Create VM page, provide details of the indicated fields to create a vSRX VM as shown in
Figure 71 on page 302 and click the Save button.

e Name: Enter a name for the VM.

e Description (optional): Enter a description for the VM.

e VCPU(s): Enter the number of virtual CPUs to allocate to this VM.

e Number of Cores per vCPU: Enter the number of cores assigned to each virtual CPU.

e Memory: Enter the amount of memory to allocate to this VM.
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e Select the time zone and update the compute details.

Figure 71: Create VM Page
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Figure 72: VM Compute Details Page
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4. To attach a disk to the vSRX VM, click the + Add New Disk option on the Create VM page as shown
in Figure 73 on page 303.

Figure 73: VM Disk Details Page
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5. The Add Disk page appears as shown in Figure 74 on page 304. Select the vSRX Junos Image.
Do the following in the indicated fields and click on the Add button:

Type: Select the type of storage device, DISK or CDROM, from the drop-down list. The following
fields and options vary depending on whether you choose DISK or CDROM.

Operation: Specify the device contents from the drop-down list.

o Select Clone from ADSF file to copy any file from the cluster that can be used as an image
onto the disk.

e Select Empty CDROM to create a blank CD device. (This option appears only when CD is
selected in the previous field.) A CD device is needed.

e Select Allocate on Container to allocate space without specifying an image. (This option
appears only when DISK is selected in the previous field.) Selecting this option means you are
allocating space only. You have to provide a system image later from a CD or other source.

o Select Clone from Image Service to copy an image that you have imported by using the image
service feature onto the disk.

Bus Type: Select the bus type from the drop-down list. The choices are IDE, SCSI, or SATA.

Path: Enter the path to the desired system image.

303



NOTE: Field for entering the path appears only when Clone from ADSF file is selected.
This file specifies the image to copy. For example, enter the pathname as /
container_name/iso_name.iso. For example to clone an image from myos.iso in a container
named crtl, enter /crt1/myos.iso. When a user types the container name (/
container_name/), a list appears of the I1SO files in that container (If one or more I1SO files
had previously been copied to that container).

e Image: Select the image that you have created by using the image service feature. This field
appears only when Clone from Image Service is selected. This field specifies the image to copy.

e Size: Enter the disk size in GiBs. This field appears only when Allocate on Container is selected.

e When all the field entries are correct, click the Add button to attach the disk to the VM and return
to the Create VM page.

e Repeat Step 5 to attach additional devices to the VM.

Figure 74: Add Disk Details Page
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6. To create a network interface for the vSRX VM, click the + Add New NIC option in the Create VM
page as shown in Figure 75 on page 305. Add the NICs required.

Figure 75: Add New NIC Option
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The Create NIC page appears as shown in Figure 76 on page 306. Do the following in the indicated
fields:

o VLAN Name: Select the target virtual LAN from the drop-down list.

e VLAN ID: This is a read-only field that displays the VLAN ID.

e VLAN UUID: This is a read-only field that displays the VLAN UUID.

o Network Address/Prefix: This is a read-only field that displays the network IP address and prefix.

e |P Address: Enter an IP address for the VLAN. This field appears only if the NIC is placed in a
managed network. Entering an IP address in this field is optional when the network configuration
provides an IP pool. If the field is left blank, the NIC is assigned an IP address from the pool.

e When all the field entries are correct, click the Add button to create a network interface for the
VM and return to the Create VM page.



e Repeat this Step 6 to create additional network interfaces for the VM.

Figure 76: Create NIC Page
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Repeat Step 6 and add more VLANs and NICs as needed.

Figure 77: Adding More VLANSs and NICs
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7. (Optional) If host affinity is needed, click Set Affinity..

Figure 78: VM Host Affinity Page
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8. To customize the VM by using Cloud-init (for Linux VMs) or Sysprep (for Windows VMs), select the
Custom Script check box.

9. When all the field entries are correct, click the Save button to create the VM and close the Create
VM page.

Power on the vSRX VMs

This topic provides you details on how to power on vSRX VMs,



308

1. Use the Table drop-down list to search for VMs as shown in Figure 79 on page 308.

Figure 79: Powering on VMs

BizDevi2

Table

> @ vsRX x

* JTACVSRX BizDevi2VAHV 101651 2 4Gig 95427 Mi /18 Gi8 5252 0 o 1K8ps 13ms  Yes No

VSRX-Client 2 4GB 107 GIB/ 100 GiB 0% 0% Yes No

VSRX-Client-Routed 2 4G 107 GiB /100 Gig o o Yes No

VSRX-Demo 2 4GB 834.43 MiB/ 18 GiB 0% 0% Yes No

vsnjtac-2 2 4GB 950.22 MiB/ 18 GiB o o Yes No

* vsxjtac-client BizDevi2 VAHV 1016.5.41 2 4G 952,53 MiB/ 18 GiE 5243% 0 o 1K8ps 124ms  Yes No

VSRX Server 2 4GB 175 GiB /100 GiB 0% 0% Yes No

VSRX-Server-Routed 2 4Gig 175 GiB /100 Gi§ 0% 0% Yes No

VSRX3.0 6 1268 3926Gi8/18GiB 0% 0% Yes No

VSRX3.0_DEMO 6 1068 099GiB/18GiB o o Yes No

SR ’ x

M DETAILS VM Performance v K VM NIC VM Snag VM Task 1O Metr
N: VSRX-Demo
CPU Usage

Descrip demo vsx bringup

D
5927089a-b348-4cd2-ble2-396391127.

H Memory Usage

He

2. Click the Power on option (see Figure 79 on page 308) for each VM.
All the VMs will turn on as shown in Figure 80 on page 308

Figure 80: Power on VM Confirmation Page
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Launch vSRX VM Console
This topic explains how to launch the vSRX VM console.

Click the Launch Console option at the bottom of screenshot as shown in Figure 81 on page 309 to
launch the VM console.

Figure 81: Launch Console Page

[ vSRX-Demo - Google Chrome - o X

A Not secure | hitpsi//10.16.0.218: Q

MountISO | &

JTACVSRX 2Keps 137ms  Ye No

VSRX-Client

VSRX-Demo

VSRX30

VSRX30_DEMO

VSRX-Demo

demo vsr bringup

5927089a-b348-4cd2-ble2-396391727.
BizDevi2-4 Memory Usage

1016142

\ Day One: VSRX on KVM

Upgrade the Junos OS for vSRX Software Release

You can upgrade the Junos OS for vSRX software using the CLI. Upgrading or downgrading Junos OS
can take several hours, depending on the size and configuration of the network. Download the desired
Junos OS Release for the vSRX 3.0 upgrade tgz file from the Juniper Networks website. Example
filename is junos-install-vsrx3-x86-64-xxxxx.tgz.

You also can upgrade using J-Web (see J-Web) or the Junos Space Network Management Platform (see
Junos Space).


https://www.juniper.net/us/en/training/jnbooks/day-one/vsrx-on-kvm/
https://www.juniper.net/support/downloads/?p=vsrx#sw
https://www.juniper.net/documentation/en_US/junos/topics/task/installation/security-junos-os-upgrade-remote-server-srx-series-device-installing.html
https://www.juniper.net/documentation/en_US/junos-space16.1/platform/topics/concept/junos-space-getting-started-applications-installing.html

For the procedure on upgrading a specific Junos OS for vSRX software release, see the Migration,
Upgrade, and Downgrade Instructions topic in the release-specific vSRX Release Notes available on the
vSRX TechLibrary webpage.


https://www.juniper.net/documentation/en_US/release-independent/vsrx/information-products/pathway-pages/index.html

vSRX Deployment for AWS

Overview | 312

Configure and Manage VSRX in AWS | 322
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This section presents an overview of vSRX on Amazon Web Services (AWS).

VvSRX with AWS

AWS provides on-demand services in the cloud. Services range from Infrastructure as a Service (laaS)
and Platform as a Service (SaaS), to Application and Database as a Service. AWS is a highly flexible,
scalable, and reliable cloud platform. In AWS, you can host servers and services on the cloud as a pay-
as-you-go (PAYG) or bring-your-own-license (BYOL) service.

NOTE: vSRX PAYG images do not require any Juniper Networks licenses.

vSRX can be deployed in a virtual private cloud (VPC) in the Amazon Web Services (AWS) cloud. You can
launch vSRX as an Amazon Elastic Compute Cloud (EC2) instance in an Amazon VPC dedicated to a
specific user account. The vSRX Amazon Machine Image (AMI) uses hardware virtual machine (HVM)
virtualization.



Figure 82 on page 313 shows an example of deploying a vSRX instance to provide security for
applications running in a private subnet of an Amazon VPC.

In the Amazon VPC, public subnets have access to the Internet gateway, but private subnets do not.
VSRX requires two public subnets and one or more private subnets for each individual instance group.
The public subnets consist of one for the management interface (fxp0) and one for a revenue (data)
interface. The private subnets, connected to the other vSRX interfaces, ensure that all traffic between
applications on the private subnets and the Internet must pass through the vSRX instance.

Figure 82: vSRX in AWS Deployment
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Amazon Virtual Private Cloud (VPC)

AWS Marketplace also enables you to discover and subscribe to software that supports regulated
workloads through AWS Marketplace for AWS GovCloud (US).

Starting in Junos OS Release 15.1X49-D70 and Junos OS Release 17.3R1, vSRX supports two bundles
for PAYG that are available as 1-hour or 1-year subscriptions.

e VSRX Next Generation Firewall—Includes standard (STD) features of core security, including core
firewall, IPsec VPN, NAT, CoS, and routing services, as well as advanced Layer 4 through 7 security
services such as AppSecure features of ApplD, AppFW, AppQoS, and AppTrack, IPS and rich routing

capabilities.

e vSRX Premium-Next Generation Firewall with Anti-Virus Protection—Includes the features in the
vSRX Next- Generation Firewall package, including the UTM antivirus feature.



You deploy vSRX in an Amazon Virtual Private Cloud (Amazon VPC) as an application instance in the
Amazon Elastic Compute Cloud (Amazon EC2). Each Amazon EC2 instance is deployed, accessed, and
configured over the Internet using the AWS Management Console, and the number of instances can be
scaled up or down as needed.

NOTE: In the current release, each vSRX instance uses two vCPUs and 4 GB of memory, even if
the instance type selected on AWS provides more resources.

VvSRX uses hardware assisted virtual machines (HVM) for high performance (enhanced networking), and
supports the following deployments on AWS cloud environments:

e As a firewall between other Amazon EC2 instances on your Amazon VPC and the Internet
e As a VPN endpoint between your corporate network and your Amazon VPC
e As a firewall between Amazon EC2 instances on different subnets

There are default limits for AWS services for an AWS account. For more information on AWS service
limits, see https:/docs.aws.amazon.com/general/latest/gr/aws_service_limits.html and https:/
docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-eni.html .

AWS Glossary

This section defines some common terms used in an AWS configuration. Table 60 on page 314 defines
common terms used for Amazon Virtual Private Cloud (Amazon VPC) and Table 61 on page 316 defines
common terms for Amazon Elastic Compute Cloud (Amazon EC2) services.

Table 60: Amazon VPC Related Terminology

Term Description

Internet Amazon VPC components that allow communications between your instances in the Amazon
gateways VPC and the Internet.


https://docs.aws.amazon.com/general/latest/gr/aws_service_limits.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-eni.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-eni.html

Table 60: Amazon VPC Related Terminology (Continued)

Term Description

IP addressing AWS includes three types of IP address:

e Public IP address-Addresses obtained from a public subnet that is publicly routable from
the Internet. Public IP addresses are mapped to primary private IP addresses through AWS
NAT.

e Private IP address-IP addresses in the Amazon VPC Classless Interdomain Routing (CIDR)
range, as specified in RFC 1918, that are not publicly routable.

e Elastic IP address-A static IP address designed for dynamic cloud computing. When an
Elastic IP address is associated with a public IP network interface, the public IP address
associated is released until the Elastic IP address is disassociated from the network
interface.

Each network interface can be associated with multiple private IP addresses. Public subnets
can have multiple private IP addresses, public addresses, and Elastic IP addresses associated
with the private IP address of the network interface. Instances in private and public subnets
can have multiple private IP addresses. One Elastic IP address can be associated with each
private IP address for instances in public subnets.

You can assign static private IP addresses in the subnet. The first five IP addresses and the last
IP address in the subnet are reserved for Amazon VPC networking and routing. The first IP
address is the gateway for the subnet.

Network ACL AWS stateless virtual firewall operating at the subnet level.

Route tables A set of routing rules used to determine where the network traffic is directed. Each subnet
needs to be associated with a route table. Subnets not explicitly associated with a route table
are associated with the main route table.

Custom route tables can be created other than the default table.



Table 60: Amazon VPC Related Terminology (Continued)

Term

Subnet

VPC

Description

A virtual addressing space in the Amazon VPC CIDR block. The IP addresses for the Amazon
EC2 instances are allocated from the subnet pool of IP addresses.

You can create two types of subnets in the Amazon VPC:
e Public subnets-Subnets that have traffic connections to the Internet gateway.
e Private subnets-Subnets that do not have connections to the Internet gateway

NOTE: With vSRX Network Address Translation (NAT) , you can launch all customer instances
in private subnets and connect vSRX interfaces to the Internet. This protects customer
instances from being directly exposed to Internet traffic.

Virtual private cloud.

Table 61: Amazon EC2 Related Terminology

Term

Amazon Elastic
Block Store (EBS)

Amazon Elastic
Compute Cloud
(EC2)

Amazon Machine

Image (AMI)

Elastic IP

Enhanced
networking

Description

Persistent block storage that can be attached to an Amazon EC2 instance. Block storage
volumes can be formatted and mounted on an instance. Amazon EBS optimized instances
provide dedicated throughput between Amazon EC2 and Amazon EBS.

Amazon Web service that enables launch and management of elastic virtual servers or
computers that run on the Amazon infrastructure.

Amazon image format that contains the information, such as the template for root volume,
launch permissions, and block device mapping, that is required to launch an Amazon EC2
instance.

A static IP designed for dynamic cloud computing. The public IP is mapped to the privet
subnet IP using NAT.

Provides high packet per second performance, low latency, higher I/O performance, and
lower CPU utilization compared to traditional implementations. vSRX leverages this
networking with hardware virtualized machine (HVM) Amazon Machine Images (AMils).



Table 61: Amazon EC2 Related Terminology (Continued))

Term

Instance

Key pairs

Network
interfaces

Network MTU

Placement
Groups

Security groups

Description

A virtual machine or server on Amazon EC2 that uses XEN or, XEN-HVM hypervisor types.
Amazon EC2 provides a selection of instances optimized for different use cases.

Public key cryptography used by AWS to encrypt and decrypt login information. Create
these key pairs using AWS-EC2 or import your own key pairs.

NOTE: AWS does not accept DSA. Limit the public key access permissions to 400.

For more information on key rotation, see https:/docs.aws.amazon.com/kms/latest/
developerguide/rotate-keys.html.

Virtual network interfaces that you can attach to an instance in the Amazon VPC. An Elastic
Network Interface (ENI) can have a primary private IP address, multiple secondary IP
addresses, one Elastic IP address per private IP address, one public IP address, one or more
security groups, one MAC address, and a source/destination check flag.

For vSRX instances, disable the source/destination check for all interfaces.

NOTE: ENIs use the IP addresses within the subnet range. So, the ENI IP addresses are not
exhausted.

All Amazon instance types support an MTU of 1500. Some instance types support jumbo
frames (9001 MTU).

NOTE: Use C3, C4, C5, CC2, M3, M4, or T2 AWS instance types for vSRX instances with
jumbo frames.

Instances launched in a common cluster placement group. Instances within the cluster have
networks with high bandwidth and low latency.

An AWS-provided virtual firewall that controls the traffic for one or more instances. Security
groups can be associated with an instance only at launch time.

NOTE: Because vVSRX manages your firewall settings, we recommend that you ensure there
is no contradiction between rule sets on AWS security groups and rule sets in your vSRX
configuration.
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Release History Table

Release Description

15.1X49-D70 @ Starting in Junos OS Release 15.1X49-D70 and Junos OS Release 17.3R1, vSRX supports two
bundles for PAYG that are available as 1-hour or 1-year subscriptions.
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Requirements for vSRX on AWS
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This section presents an overview of requirements for deploying a vSRX instance on Amazon Web
Services (AWS).

Minimum System Requirements for AWS

Table 62 on page 318 lists the minimum system requirements for vSRX instances to be deployed on
AWS.

Table 62: Minimum System Requirements for vSRX

Component Specification and Details

Hypervisor support XEN-HVM


https://aws.amazon.com/getting-started/
http://docs.aws.amazon.com/gettingstarted/latest/awsgsg-intro/gsg-aws-intro.html

Table 62: Minimum System Requirements for vSRX (Continued)

Component Specification and Details
Memory 4GB

Disk space 16 GB

vCPUs 2

vNICs 3

VvNIC type SR-IOV

Interface Mapping for vSRX on AWS

vSRX on AWS supports up to a maximum of eight network interfaces, but the actual maximum number
of interfaces that can be attached to a vSRX instance is dictated by the AWS instance type in which it is
launched. For AWS instances that allow more than eight interfaces, vSRX will support up to a maximum
of eight interfaces only.

For more information on maximum network interfaces by instance type, see https://
docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-eni.html .

Table 63 on page 319 shows a mapping between vSRX interface names and their corresponding AWS
interface names for up to eight network interfaces. The first network interface is used for the out-of-
band management (fxpO) for vSRX.

Table 63: vSRX and AWS Interface Names

Interface VSRX Interface AWS Interface
Number
1 fxp0 ethO

2 ge-0/0/0 ethl


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-eni.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-eni.html

Table 63: vSRX and AWS Interface Names (Continued)

Interface VSRX Interface AWS Interface
Number

3 ge-0/0/1 eth2

4 ge-0/0/2 eth3

5 ge-0/0/3 eth4

6 ge-0/0/4 eth5

7 ge-0/0/5 ethé

8 ge-0/0/6 eth7

We recommend putting revenue interfaces in routing instances as a best practice to avoid asymmetric
routing. Since fxpO0 is part of the default (inet.0) routing table, there might be two default routes needed
in the same routing instance: one for the fxp0 interface for external management access, and the other
for the revenue interfaces for traffic access, resulting in asymmetric routing. Putting the revenue
interfaces in a separate routing instance avoids this situation of two default routes in a single routing
instance.

NOTE: Ensure that interfaces belonging to the same security zone are in the same routing
instance. See KB Article - Interface must be in the same routing instance as the other interfaces
in the zone.

VSRX Default Settings on AWS

VSRX requires the following basic configuration settings:

Interfaces must be assigned IP addresses.

Interfaces must be bound to zones.

Policies must be configured between zones to permit or deny traffic.

The ENA driver-related component must be ready for vSRX.


https://kb.juniper.net/InfoCenter/index?page=content&id=KB26775&actp=search
https://kb.juniper.net/InfoCenter/index?page=content&id=KB26775&actp=search

Table 64 on page 321 lists the factory-default settings for security policies on the vSRX.

Table 64: Factory-Default Settings for Security Policies

Source Zone Destination Zone Policy Action
trust untrust permit
trust trust permit

A CAUTION: Do not use the load factory-default command on a vSRX AWS instance. The
factory-default configuration removes the AWS preconfiguration. If you must revert to
factory default, ensure that you manually reconfigure AWS preconfiguration statements
before you commit the configuration; otherwise, you will lose access to the vSRX
instance. See Configure vSRX Using the CL/for AWS preconfiguration details.

Best Practices for Improving vSRX Performance

Review the following deployment practices to improve vSRX performance:

Disable the source/destination check for all vSRX interfaces.

Limit public key access permissions to 400 for key pairs.

e Ensure that there are no contradictions between AWS security groups and your vSRX configuration.
e Use the c5n instance types on AWS for best throughput on the vSRX.

e Ensure traffic flows through multiple interfaces of the vSRX for optimal usage of the vCPUs.

e Use vSRX NAT to protect your Amazon EC2 instances from direct Internet traffic.



CHAPTER 19

Configure and Manage vSRX in AWS
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Configure an Amazon Virtual Private Cloud for vSRX
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Before you begin, you need an Amazon Web Services (AWS) account and an Identity and Access
Management (IAM) role, with all required permissions to access, create, modify, and delete Amazon
Elastic Compute Cloud (Amazon EC2), Amazon Simple Storage Service (S3), and Amazon Virtual Private
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Cloud (Amazon VPC) objects. You should also create access keys and corresponding secret access keys,
X.509 certificates, and account identifiers. For better understanding of AWS terminologies and their use
in VSRX AWS deployments, see Understand vSRX with AWS.

Figure 83 on page 323 shows an example of how you can deploy vSRX to provide security for
applications running in a private subnet of an Amazon VPC.

Figure 83: Example of vSRX in AWS Deployment
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Amazon Virtual Private Cloud (VPC)

The following procedures outline how to create and prepare an Amazon VPC for vSRX. The procedures
describe how to set up an Amazon VPC with its associated Internet gateway, subnets, route table, and

security groups.

Step 1: Create an Amazon VPC and Internet Gateway

Use the following procedure to create an Amazon VPC and an Internet gateway. If you have already
have a VPC and an Internet gateway, go to "Step 2: Add Subnets for vSRX" on page 325.

1. Log in to the AWS Management Console and select Services > Networking > VPC.



Services =« Juniper Networks

All AWS Services "-; |

Compute

Storage & Content Delivery

Database
| Networking | >
2. In the VPC Dashboard, select Your VPCs in the left pane, and click Create VPC.
VPC Dashboard * - Actions v
4
Filter by VPC:
None ~ Q X
Virtual Private Name « VPCID N
Cloud vpc-4chdde2d

I Your VPCs I

3. Specify a VPC name and a range of private IP addresses in Classless Interdomain Routing (CIDR)
format. Leave Default as the Tenancy.

F

A VPC is an isolated portion of the AWS cloud populated by AWS objects, such as Amazon EC2
instances. Use the Classless Inter-Domain Routing (CIDR) block format to specify your VPC's
contiguous IP address range, for example, 10.0.0.0/16. You cannot create a VPC larger than /16.

Name tag xVPC
CIDR block | 10.0.0.0/16|
Tenancy Default b

Create VPC X

4. Click Yes, Create.

5. Select Internet Gateways in the left pane, and click Create Internet Gateway.
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Create Internet Gateway

An Internet gateway is a virtual router that connects a VPC to the Internet.

Name tag | vSRX_Internet_Gateway]

6. Specify a gateway name and click Yes, Create.
7. Select the gateway you just created and click Attach to VPC.
8. Select the new Amazon VPC, and click Yes, Attach.

Attach to VPC

Attach an Internet gateway to a VPC to enable communication with the Internet.

VPC | vpc-eb602b8c (10.0.0.0/16) | ixVPC E|

Cancel Yes, Attach

Step 2: Add Subnets for vSRX

In the Amazon VPC, public subnets have access to the Internet gateway, but private subnets do not.
VSRX requires two public subnets and one or more private subnets for each individual instance group.
The public subnets consist of one for the management interface (fxp0) and one for a revenue (data)
interface. The private subnets, connected to the other vSRX interfaces, ensure that all traffic between
applications on the private subnets and the Internet must pass through the vSRX instance.

To create each vSRX subnet:



1. In the VPC Dashboard, select Subnets in the left pane, and click Create Subnet.

2. Specify a subnet name, select the Amazon VPC and availability zone, and specify the range of subnet
IP addresses in CIDR format.

TIP: As a naming convention best practice for subnets, we recommend including private or
public in the name to make it easier to know which subnet is public or private.

NOTE: All subnets for a vSRX instance must be in the same availability zone. Do not use No
Preference for the availability zone.

3. Click Yes, Create.

Create Subnet

Use the CIDR: format to specify your subnet's IP address block (e.g., 10.0.0.0/24). Note that block sizes
must be between a /16 netmask and /28 netmask. Also, note that a subnet can be the same size as
your VPC.

Name tag @ iXmgm_subnet_254
VPC | vpc-eb602b8c (10.0.0.0/16) | XVPC ||
Availability Zone = us-east-1a E|
CIDR block | 10.0.254.0/24

Repeat these steps for each subnet you want to create and attach to the vSRX instance.

Step 3: Attach an interface to a Subnet
To attach an interface to a subnet:

1. Create a network interface from the Amazon EC2 home page.
Click the Network Interface option on the EC2 home page and the Create Network Interface page
opens.
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Services v Resource Groups ~ * L\ sharmam@juniper.net @ jnpr-j.. ~

Create Network Interface Actions v

=] NETWORK & SECURIT’

Security Groups ‘ Q

Elastic IPs
Name ~ Network interf; « Subnet ID - VPCID ~ Zone ~  Security groups  ~ Description

Placement Groups

Key Pairs muruganp-nii-sp1 eni-009fa805 subnet-b47d12ef vpec-7650d811 us-wesk-1c muruganp-sg muruganp-nil-sp1
skondi-ni-254-sn2-v... eni-00acdb28 subnet-3255b256 vpc-9cb2949 us-west-1a skondi-jnpr-vpe-10.... skondi-ni-254-sn2-v

eni-01085e2e subnet-16390e72 vpc-c251c8ab us-west-1a skorwar-10.20-sg

2. Click the Create Network Interface option, fill in the required information in the fields, and then click
Create.

Network interfaces > Create Network Interface

Create Network Interface

Description | Test_Net_01 i}
Subnet* | subnet-5dBc0805 ~ C O

|Pvé4 Private [P @ Auto-assign [i ]
Custom

Security groups* = sg-082cb06f [i]
L
Q 1tod4ofd
Group ID ~ Groupname - Description
B  sg-082cb06f hal-to-ha2 hal-to-ha2

sg-OccT5bBb ha2-local ha2-local

sg-7T0ebTb17 default default VPC security group

sg-cefdé1ad ha2-jnpr ha2-jnpr

* Required Cancel

3. Find and select your newly created interface.

If this interface is the revenue interface, then select Change Source/Dest.Check from the Action
menu, choose Disabled, and click Save. If this interface is your fxpQ interface then skip this disabling
step.
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Change Source/Dest. Check X

Network Interface eni-01c2388a8e3al5cec

Source/dest. check  Enabled
O Disabled

cance (D

4. Click Attach from the menu on top of the screen, choose the Instance ID of your vSRX instance, and
click Attach.

Attach Network Interface

Network Interface: eni-01c2388a8e3al5cec

Instance ID: | i-041bb7c0f0Bdd{96b (stopped)
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5. vSRX does not support interface hot plug-in. So, when you are done adding the interfaces, reboot the
vSRX instances on which the interfaces were added, to apply the changes to take effect.

Step 4: Add Route Tables for vSRX

A main route table is created for each Amazon VPC by default. We recommend that you create a custom
route table for the public subnets and a separate route table for each private subnet. All subnets that are
not associated with a custom route table are associated with the main route table.

To create the route tables:

1. In the VPC Dashboard, select Route Tables in the left pane, and click Create Route Table.
2. Specify a route table name, select the VPC, and click Yes, Create.

TIP: As a naming convention best practice for route tables, we recommend including private
or public in the name to make it easier to know which route table is public or private.

Create Route Table

A route table specifies how packets are forwarded between the subnets within your VPC, the Internet,
and your VPN connection.

Name tag | Public_iX
VPC vpc-eb602b8c (10.0.0.0/16) | ixVPC E|

3. Repeat steps 1 and 2 to create all the route tables.

4. Select the route table you created for the public subnets and do the following:

a. Select the Routes tab below the list of route tables.
b. Click Edit and click Add another route.

c. Enter 0.0.0.0/0 as the destination, select your VPC internet gateway as the target, and click Save.



r. Public_iX rtb-02a60c64 0 Subnets No vpc-eb602b8c (10.0.0.0/16) | i v
>
rtb-02a60c64 | Public_iX N
Summary Routes Subnet Associations Route Propagation Tags

Destination Target Status Propagated Remove

10.0.0.0/16 local Active No

0.0.0.0/0 | ligw-bcetfads| No o

Add another route

d. Select the Subnet Associations tab, and click Edit.

e. Select the check boxes for the public subnets, and click Save.

[ ] Public_iX rtb-02a60c64 0 Subnets No vpc-eb602b8c (1C
<
rtb-02a60c64 | Public_iX
Summary Routes Subnet Associations Route Propagation Tags
Associate = Subnet CIDR Current Route Table
subnet-6cbd6025 (10.0.10.0/24) | iXpublic_subnet_10  10.0.10.0/24  Main
] subnet-19bd6050 (10.0.20.0/24) | ixPrivate_subnet_20 10.0.20.0/24 Main
subnet-b7825ffe (10.0.254.0/24) | iXmgm_subnet_254 10.0.254.0/24 Main

5. Select each route table you created for a private subnet and do the following:

a. Select the Subnet Associations tab, and click Edit.

b. Select the check box for one private subnet, and click Save.

Step 5: Add Security Groups for vSRX

A default security group is created for each Amazon VPC. We recommend that you create a separate
security group for the vSRX management interface (fxp0O) and another security group for all other vSRX
interfaces. The security groups are assigned when a vSRX instance is launched in the Amazon EC2
Dashboard, where you can also add and manage security groups.

To create the security groups:

1. In the VPC Dashboard, select Security Groups in the left pane, and click Create Security Group.
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2. For the vSRX management interface, specify a security group name in the Name Tag field, edit the
Group Name field (optional), enter a description of the group, and select the VPC.

3. Click Yes, Create.

Create Security Group

Name tag = IXvSRXMgmtGroup
Group name | IXvSRXMgmiGroup
Description | security group for vSRX fxp0
VPC | vpc-eb602b8c (10.0.0.0/16) | ixVPC EI

4. Repeat Steps 1 through 3 to create a security group for the vSRX revenue interfaces.

5. Select the security group you created for the management interface and do the following:

a. Select the Inbound Rules tab below the list of security groups.
b. Click Edit and click Add another rule to create the following inbound rules:

Type Protocol = Port Source

Custom TCP rule = Default | 20-21 Enter CIDR address format for each rule (0.0.0.0/0 allows any

source).
SSH (22) Default @ Default
HTTP (80) Default = Default
HTTPS (443) Default = Default

c. Click Save.

Security Groups Summary Inbound Rules Outbound Rules Tags
VPN Connections Gonoal
Customer Gateways Type Frotocol Port Range  Source Remove
Virtual Private SSH (22) [~] ‘TcPe@e) B 22 [ ] [x)
Gateways

I Add another rule I




d. Select the Outbound Rules tab to view the default rule that allows all outbound traffic. Use the
default rule unless you need to restrict the outbound traffic.

6. Select the security group you created for all other vSRX interfaces and do the following:

NOTE: The inbound and outbound rules should allow all traffic to avoid conflicts with the
security settings on vSRX.

a. Select the Inbound Rules tab below the list of security groups.
b. Click Edit and create the following inbound rule:

Type Protocol = Port Source

All Traffic = All All e For webservers, enter 0.0.0.0/0

e For VPNs, enter a range of IPv4 addresses in the form of a Classless
Inter-Domain Routing (CIDR) block (for example, 10.0.0.0/16).

c. Click Save.

d. Keep the default rule in the Outbound Rules tab. The default rule allows all outbound traffic.

Day One: Amazon Web Services with vSRX Cookbook
IAM Roles for Amazon EC2

Launch a vSRX Instance on an Amazon Virtual Private Cloud
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The following procedures describe how to launch and configure a vSRX instance in the Amazon Virtual
Private Cloud (Amazon VPC):

Step 1: Create an SSH Key Pair

An SSH key pair is required to remotely access a vSRX instance on AWS. You can create a new key pair
in the Amazon EC2 Dashboard or import a key pair created by another tool.

To create an SSH key pair:

1. Login to the AWS Management Console and select Services > Compute > EC2.

2. In the Amazon EC2 Dashboard, select Key Pairs in the left pane. Verify that the region name shown
in the toolbar is the same as the region where you created the Amazon Virtual Private Cloud
(Amazon VPC).

Figure 84: Verify Region

Juniper Networks iX ~

Import Key Pair US East (N. Virginia)
US West (N. California)

e

US West (Oregon)

3. Click Create Key Pair, specify a key pair name, and click Create.



Create Key Pair

Key pair name: |Ix_vsrx_key_pair |

4. The private key file (.pem) is automatically downloaded to your computer. Move the downloaded
private key file to a secure location.

5. To use an SSH client on a Mac or Linux computer to connect to the vSRX instance, use the following
command to set the permissions of the private key file so that only you can read it:

host# chmod 400 <key-pair-name>.pem

6. To access the vSRX instance from a shell prompt, use the ssh -i <full path to your keyfile.pem>/<ssh-key-
pair-name>.pem ec2-user@public-ip-of-vsrx> command. If the key file is in your current directory, then you
can use the file name instead of the full path as ssh -i <keyfile.pem>/<ssh-key-pair-name>.pem ec2-
user@public-ip-of-vsrx>.

NOTE: Alternately, use Import Key Pair to import a different key pair you generated with a third-
party tool.

For more information on key rotation, see https:/docs.aws.amazon.com/kms/latest/developerguide/
rotate-keys.html.

Step 2: Launch a vSRX Instance

The AWS instance types supported for vSRX are listed in Table 65 on page 335.
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vSRX does not support M and C3 instances types. If you have spun your vSRX using any of these
instances types, then you must change the instance type to either C4 or C5 instances type.

Table 65: Supported AWS Instance Types for vSRX

Instance Type VSRX Type vCPUs Memory (GB) RSS Type
c4.xlarge VSRX-4CPU-7G memory 4 7.5 SW RSS
c4.2xlarge VSRX-8CPU-15G memory 8 15 SW RSS
c4.4xlarge VSRX-16CPU-30G memory 16 30 SW RSS
c4.8xlarge VSRX-36CPU-60G memory 36 60 SW RSS
c5.large VSRX-2CPU-3G memory 2 4 HW RSS
c5.2xlarge VSRX-8CPU-15G memory 8 16 HW RSS
c5.4xlarge VSRX-16CPU-31G memory 16 32 SW RSS
c5n.2xlarge VSRX-8CPU-20G memory 8 21 HW RSS
c5n.4xlarge VSRX-16CPU-41G memory 16 42 HW RSS
c5n.9xlarge VSRX-36CPU-93G memory 36 96 HW RSS

BEST PRACTICE: Instance Type Selection—Based on the changes that your require for your
network, you might find that your instance is overutilized, (such as the instance type is too small)
or underutilized, (such as the instance type is too large). If this is the case, you can change the
size of your instance. For example, if your instance is too small for its workload, you can change it
to another instance type that is appropriate for the workload. You might also want to migrate
from a previous generation instance type to a current generation instance type to take advantage
of some features; for example, support for IPvé6. Consider change of instances for better
performance and throughputs.
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Starting with Junos OS Release 18.4R1, c5.large vSRX instances are supported. These are cost
effective and provide better performance and throughput.

To launch a vSRX instance in the Amazon VPC:

In the Amazon EC2 Dashboard, select Instances in the left pane.

2. Click Launch Instance, search for the vSRX on AWS Marketplace, and click Select next to the vSRX
AMI.

3. Select a supported instance type. See Table 65 on page 335 for details.

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Tag Instance 6. Configure Security Group 7. Review

Step 2: Choose an Instance Type

(7] Compute optimized c4.large 2 3.75 EBS only Yes Moderate

[ ] Compute optimized c4.xlarge 4 7.5 EBS only Yes High
Compute optimized c4.2xlarge 8 15 EBS only Yes High
Compute optimized c4.4xlarge 16 30 EBS only Yes High

"/ Compute optimized c4.8xlarge 36 60 EBS only Yes 10 Gigabit

Cancel = Previous Review and Launch Next: Configure Instance Details

4. Click Next: Configure Instance Details, and specify the fields in Table 66 on page 336.Expand
Advanced Details to see all settings.

Table 66: AWS Instance Details

Field Setting

Network Select the Amazon VPC configured for vSRX.

Subnet Select the public subnet for the vSRX management interface (fxp0).
Auto-assign Public IP Select Disable (you will assign an Elastic IP address later).
Placement group Use the default.

Shutdown behavior Select Stop (the default).



Table 66: AWS Instance Details (Continued)

Field

e Enable terminal

protection

e Monitoring

Network Interfaces

User data

Setting

Use your IT policy.

Use the default or assign a public IP address for the Primary IP field.

Starting in Junos OS Release 17.4R1, the cloud-init package (version 0.7x)
comes pre-installed in the vSRX for AWS image to help simplify configuring
new VSRX instances operating on AWS according to a specified user-data file.

In the User data section on the Configure Instance Details page, select As File
and attach the user-data file. The selected file is used for the initial launch of
the instance. During the initial boot-up sequence, the vSRX instance processes
the cloud-init request. See Using Cloud-Init to Automate the Initialization of
VSRX Instances in AWS for information about how to create the user-data file.

NOTE: The Junos OS configuration that is passed as user data is only imported
at initial launch. If the instance is stopped and restarted, the user-data file is not
imported again.

Click Next: Add Storage, and use the default settings or change the Volume Type and IOPS as

needed.

Click Next: Tag Instance, and specify a name for the vSRX instance.

Click Next: Configure Security Group, select Select an existing security group, and select the
security group created for the vSRX management interface (fxp0).

Click Review and Launch, review the settings for the vSRX instance, and click Launch.



Step 7: Review Instance Launch
~
5g-874ddefd IXvSRXMgmiGroup security group for vSRX fxp0
Al selected security groups inbound rules
Security Group 1D Type (i Protocol (i Port Range (i Source (i
sg HTTP TCP 80
5g- 8SH TCP 22
sg Custom TCP Rule TCP 20-21
sg- HTTPS TcP 443
~ Instance Details Edit instance details
Number of instances 1 Purchasing option On demand
Network vpc-e
Subnet subnet-b7&
EBS-optimized Yes
Monitoring No
Termination protection No
Shutdown behavior Stop
IAM role None
Tenancy default
HostID
Affinity Off
KernelID Use default
RAM disk ID Use default
User data
Assign Public IP Use subnet setting (Disable)
Network interfaces
Device Network Interface Subnet Primary IP Secondary IP Addresses
ethd New network interface subnetb78 Auto-assign
» Storage Edit storage
kg = 87
Concol | prvions

9. Select the SSH key pair you created, select the acknowledgment check box, and click Launch
Instance.

10. Click View Instances to display the Instances list in the Amazon EC2 Dashboard. It might take
several minutes to launch a vSRX instance.

Step 3: View the AWS System Logs
To debug launch time errors, you can view the AWS system logs, as follows:

1. In the Amazon EC2 Dashboard, select Instances.

2. Select the vSRX instance, and select Actions > Instance Settings > Get System Logs.

Step 4: AddNetwork Interfaces for vSRX

AWS supports up to eight interfaces for an instance, depending on the AWS instance type selected. Use
the following procedure for each of the revenue interfaces you want to add to vSRX (up to seven). The
first revenue interface is ge-0/0/0, the second is ge-0/0/1, and so on (see Requirements for vSRX on
AWS).

To add a vSRX revenue interface:

1. In the Amazon EC2 Dashboard, select Network Interfaces in the left pane, and click Create Network
Interface.

2. Specify the interface settings as shown in Table 67 on page 339, and click Yes, Create.
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Table 67: Network Interface Settings

Field Setting

Description Enter an interface description for each of the revenue interfaces.

Subnet Select the public subnet created for the first revenue interface (ge-0/0/0) or the private
subnet created for all the other revenue interfaces.

Private IP Enter an IP address from the selected subnet or allow the address to be assigned
automatically.

Security Groups = Select the security group created for the vSRX revenue interfaces.

Create Network Interface

Descripton (i) [ge-0/0i0 |
Subnet @ | subnet-6cbd6025 (10.0.10.0/24) us-east-1a | iXpublic_subnet_1 ‘
Private IP (i) |auto assign ‘
Security groups (i) sg-4df37137 - default - default VPC security group ~

sg-874ddefd - iXvSRXMgmtGroup - security group for vSRX fxp0
L cdf59 - ixVsntRevenueGroup - security group for all other
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3. Select the new interface, select Actions > Change Source/Dest. Check, select Disabled, and click
Save.

Figure 85: Disable Source/Dest. Check

Create Network Interface Attach Delete Actions »~
Q

Name « | Metwork inte1 +  Subnet D Sy Delete Security groups
Manage Private IP Addresses
E eni-126d4e15 subnet-Scbds... Ll As=ociate Address mVzrxRevenueGroup

eni-3977d78e subnet-b7825ffe  vpi HvSRXMgmtGroup

AU CUIL 1dys

Change Description

Create Flow Log

4. Select the new interface, select Attach, select the vSRX instance, and click Attach.

5. Click the pencil icon in the new interface Name column and give the interface a name (for example,
ix-fxp0.0).

NOTE: For a private revenue interface (ge-0/0/1 through ge-0/0/7), make a note of the network
name you created or the network interface ID. You will add the name or interface ID later to the
route table created for the private subnet.

Step 5: Allocate Elastic IP Addresses

For public interfaces, AWS does a NAT translation of the public IP address to a private IP address. The
public IP address is called an E/astic IP address. We recommend that you assign an Elastic IP address to
the public vSRX interfaces (fxpO and ge-0/0/0). Note that when a vSRX instance is restarted, the Elastic
IPs are retained, but public subnet IPs are released.

To create and allocate Elastic IPs:

1. In the Amazon EC2 Dashboard, select Elastic IPs in the left pane, click Allocate New Address, and
click Yes, Allocate. (If your account supports EC2-Classic, you must first select EC2-VPC from the
Network platform list.)

2. Select the new Elastic IP address, and select Actions > Associate Address.

3. Specify the settings in Table 68 on page 341, and click Allocate.



Table 68: Elastic IP Settings

Field Setting
Network Interface = Select the vSRX management interface (fxp0) or the first revenue interface (ge-0/0/0).

Private IP Address = Enter the private IP address to be associated with the Elastic IP address.

Step 6: Add the vSRX Private Interfaces to the Route Tables

For each private revenue interface you created for vSRX, you must add the interface ID to the route
table you created for the associated private subnet.

To add a private interface ID to a route table:

In the VPC Dashboard, select Route Tables in the left pane.
Select the route table you created for the private subnet.
Select the Routes tab below the list of route tables.

Click Edit and click Add another route.

CAREE ST A

Specify the settings in Table 69 on page 341, and click Save.
Table 69: Private Route Settings

Field Setting

Destination = Enter 0.0.0.0/0 for Internet traffic.

Target Type the network name or the network interface ID for the associated private subnet. The
network interface must be in the private subnet shown in the Subnet Associations tab.

NOTE: Do not select the Internet gateway (igw-nnnnnnnn).

Repeat this procedure for each private network interface. You must reboot the vSRX instance to
complete this configuration.

Step 7: Reboot the vSRX Instance

To incorporate the interface changes and complete the Amazon EC2 configuration, you must reboot the
vSRX instance. Interfaces attached while the vSRX instance is running do not take effect until the
instance is rebooted.



NOTE: Always use AWS to reboot the vSRX instance. Do not use the vSRX CLI to reboot.

To reboot a VSRX instance:

1. In the Amazon EC2 Dashboard, select Instances in the left pane.

2. Select the vSRX instance, and select Actions > Instance State > Reboot.

It might take several minutes to reboot a VSRX instance.

Step 8: Log in to a vSRX Instance

In AWS deployments, vSRX instances provide the following capabilities by default to enhance security:
e Allows you to login only through SSH.

e cloud-init is used to setup SSH key login.

e SSH password login is disabled for root account.

VvSRX instances launched on Amazon’s AWS cloud infrastructure uses the cloud-init services provided by
Amazon to copy the SSH public-key associated with your account that is used to launch the instance.
You will then be able to login to the instance using the corresponding private-key.

NOTE: Root login using SSH password is be disabled by default.

Use an SSH client to log in to a vSRX instance for the first time. To log in, specify the location where you
saved the SSH key pair .pem file for the user account, and the Elastic IP address assigned to the vSRX
management interface (fxp0).

NOTE: Starting in Junos OS Release 17.4R1, the default user name has changed from roote to

ec2-user@.

ssh -i <path>/<ssh-key-pair-name>.pem ec2-user@fxpo-elastic-IP-address>

NOTE: Root login using a Junos OS password is disabled by default. You can configure other
users after the initial Junos OS setup phase.



If you do not have the key pair filename and Elastic IP address, use these steps to view the key pair
name and Elastic IP for a vSRX instance:

1. In the Amazon EC2 Dashboard, select Instances.

2. Select the vSRX instance, and select ethO in the Description tab to view the Elastic IP address for the
fxpO management interface.

3. Click Connect above the list of instances to view the SSH key pair filename.

To configure the basic settings for the vSRX instance, see Configure vSRX Using the CLI.
NOTE: vSRX pay-as-you-go images do not require any separate licenses.

Release History Table

Release @ Description

17.4R1 Starting in Junos OS Release 17.4R1, the cloud-init package (version 0.7x) comes pre-installed in the
VvSRX for AWS image to help simplify configuring new vSRX instances operating on AWS according to a
specified user-data file.

‘ Day One: Amazon Web Services with vSRX Cookbook

Using Cloud-Init to Automate the Initialization of vSRX Instances in AWS

Starting in Junos OS Release 17.4R1, the cloud-init package (version 0.7x) comes pre-installed in the
vSRX for AWS image to help simplify configuring new vSRX instances operating on AWS according to a
specified user-data file. Cloud-init is performed during the first-time boot of a vSRX instance.

Cloud-init is an open source application for automating the initialization of a cloud instance at boot-up.
Cloud-init is designed to support multiple different cloud environments, such as Amazon EC2, so that
the same virtual machine (VM) image can be directly used in multiple cloud instances without any
modification. Cloud-init support in a VM instance runs at boot time (first-time boot) and initializes the
VM instance according to the specified user-data file.

A user-data file is a special key in the metadata service that contains a file that cloud-aware applications
in the VM instance can access upon a first-time boot. In this case, it is the validated Junos OS
configuration file that you intend to upload to a vSRX instance as the active configuration. This file uses


https://www.juniper.net/us/en/training/jnbooks/day-one/aws-vsrx-cookbook/

the standard Junos OS command syntax to define configuration details, such as root password,
management IP address, default gateway, and other configuration statements.

When you create a vSRX instance, you can use cloud-init services on AWS to pass a valid Junos OS
configuration file as user data to initialize new vSRX instances. The user-data file uses the standard
Junos OS syntax to define all the configuration details for your vSRX instance. The default Junos OS
configuration is replaced during the vSRX instance launch with a validated Junos OS configuration that
you supply in the form of a user-data file.

NOTE: The user-data file cannot exceed 16 KB. If your user-data file exceeds this limit, you must
compress the file using gzip and use the compressed file. For example, the gzip junos.conf
command results in the junos.conf.gz file.

The configuration must be validated and include details for the fxpQ interface, login, and authentication.
It must also have a default route for traffic on fxpO. This information must match the details of the AWS
VPC and subnet into which the instance is launched. If any of this information is missing or incorrect, the
instance is inaccessible and you must launch a new one.

A WARNING: Ensure that the user-data configuration file is not configured to perform
autoinstallation on interfaces using Dynamic Host Configuration Protocol (DHCP) to
assign an IP address to the vSRX. Autoinstallation with DHCP will result in a "commit

fail" for the user-data configuration file.

To initiate the automatic setup of a vVSRX instance from AWS:

1. If you have not done so already, create a configuration file with the Junos OS command syntax and
save the file. The configuration file can be plain text or MIME file type text/plain.

The user-data configuration file must contain the full vSRX configuration that is to be used as the
active configuration on each vSRX instance, and the string #junos-config must be the first line of the
user-data configuration file before the Junos OS configuration.

NOTE: The #junos-config string is mandatory in the user-data configuration file; if it is not
included, the configuration will not be applied to the vSRX instance as the active
configuration.

2. Copy the Junos OS configuration file to an accessible location from where it can be retrieved to
launch the vSRX instance.

3. To specify the user-data file for configuring the vSRX instance, select As File in the User data section
on the Configure Instance Details page and attach the file (as described in Launch a vSRX Instance on
an Amazon Virtual Private Cloua). The selected configuration file is used for the initial launch of the



vSRX instance. During the initial boot-up sequence, the vSRX instance processes the cloud-init
request.

NOTE: The boot time for the vSRX instance might increase with the use of the cloud-init
package. This additional time in the initial boot sequence is due to the operations performed
by the cloud-init package. During this operation, the cloud-init package halts the boot
sequence and performs a lookup for the configuration data in each data source identified in
the cloud.cfg. The time required to look up and populate the cloud data is directly
proportional to the number of data sources defined. In the absence of a data source, the
lookup process continues until it reaches a predefined timeout of 30 seconds for each data

source.

4. When the initial boot-up sequence resumes, the user-data file replaces the original factory-default
Junos OS configuration loaded on the vSRX instance. If the commit succeeds, the factory-default
configuration will be permanently replaced. If the configuration is not supported or cannot be applied
to the vSRX instance, the vSRX will boot using the default Junos OS configuration.

Release History Table

Release = Description

17.4R1 Starting in Junos OS Release 17.4R1, the cloud-init package (version 0.7x) comes pre-installed in the
VvSRX for AWS image to help simplify configuring new vSRX instances operating on AWS according to a
specified user-data file. Cloud-init is performed during the first-time boot of a vSRX instance.

Cloud-Init Documentation
cloud-init
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AWS Elastic Load Balancing and Elastic Network Adapter
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This section provides an overview of the AWS ELB and ENA features and also describes how these
features are deployed on vSRX instances.

Overview of AWS Elastic Load Balancing
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This section provides information about AWS ELB.
Elastic Load Balancing (ELB) is a load-balancing service for Amazon Web Services (AWS) deployments.

ELB distributes incoming application or network traffic across ntra availability zones, such as Amazon
EC2 instances, containers, and IP addresses. ELB scales your load balancer as traffic to your application
changes over time, and can scale to the vast majority of workloads automatically.

AWS ELB using application load balancers enables automation by using certain AWS services:

e Amazon Simple Notification Service—For more information, see https:/docs.aws.amazon.com/sns/
latest/dg/welcome.html.

e AWS Lambda—For more information, see https:/docs.aws.amazon.com/lambda/latest/dg/
welcome.html.

e AWS Auto Scale Group—For more information, see https:/docs.aws.amazon.com/autoscaling/ec2/
userguide/AutoScalingGroup.html.


https://docs.aws.amazon.com/sns/latest/dg/welcome.html
https://docs.aws.amazon.com/sns/latest/dg/welcome.html
https://docs.aws.amazon.com/lambda/latest/dg/welcome.html
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https://docs.aws.amazon.com/autoscaling/ec2/userguide/AutoScalingGroup.html
https://docs.aws.amazon.com/autoscaling/ec2/userguide/AutoScalingGroup.html

Benefits of AWS Elastic Load Balancing

e Ensures elastic load balancing for intra available zone by automatically distributing the incoming
traffic.

e Provides flexibility to virtualize your application targets by allowing you to host more applications on
the same instance and to centrally manage Transport Layer Security (TLS) settings and offload CPU-
intensive workloads from your applications.

e Provides robust security features such as integrated certificate management, user authentication,
and SSL/TLS decryption.

e Supports auto-scaling a sufficient number of applications to meet varying levels of application load
without requiring manual intervention.

e Enables you to monitor your applications and their performance in real time with Amazon
CloudWatch metrics, logging, and request tracing.

e Offers load balancing across AWS and on-premises resources using the same load balancer.

AWS Elastic Load Balancing Components

AWS Elastic Load Balancing (ELB) components include:

e Load balancers—A load balancer serves as the single point of contact for clients. The load balancer
distributes incoming application traffic across multiple targets, such as EC2 instances, in multiple
availability zones (AZs), thereby increasing the availability of your application. You add one or more
listeners to your load balancer.

o Listeners or vSRX instances—A listener is a process for checking connection requests, using the
protocol and port that you configure. vSRX instances as listeners check for connection requests from
clients, using the protocol and port that you configure, and forward requests to one or more target
groups, based on the rules that you define. Each rule specifies a target group, condition, and priority.
When the condition is met, the traffic is forwarded to the target group. You must define a default rule
for each vSRX instance, and you can add rules that specify different target groups based on the
content of the request (also known as content-based routing).

o Target groups or vSRX application workloads—Each vSRX application as target group is used to
route requests to one or more registered targets. When you create each vSRX instance as a listener
rule, you specify a VSRX application and conditions. When a rule condition is met, traffic is forwarded
to the corresponding vSRX application. You can create different vSRX applications for different types
of requests. For example, create one VSRX application for general requests and other vSRX
applications for requests to the microservices for your application.



AWS ELB supports three types of load balancers: application load balancers, network load balancers,
and classic load balancers. You can select a load balancer based on your application needs. For more
information about the types of AWS ELB load balancers, see AWS Elastic Load Balancing.

Overview of Application Load Balancer

Starting in Junos OS Release 18.4R1, vSRX instances support AWS Elastic Load Balancing (ELB) using
the application load balancer to provide scalable security to the Internet-facing traffic using native AWS
services. An application load balancer automatically distributes incoming application traffic and scales
resources to meet traffic demands.

You can also configure health checks to monitor the health of the registered targets so that the load
balancer can send requests only to the healthy targets.

The key features of an application load balancer are:
e Layer-7 load balancing

e HTTPS support

o High availability

e Security features

e Containerized application support

e HTTP/2 support

e WebSockets support

e Native IPvé support

e Sticky sessions

o Health checks with operational monitoring, logging, request tracing
e Web Application Firewall (WAF)

When the application load balancer receives a request, it evaluates the rules of the vSRX instance in
order of priority to determine which rule to apply, and then selects a target from the vSRX application
for the rule action. You can configure a vSRX instance rule to route requests to different target groups
based on the content of the application traffic. Routing is performed independently for each target
group, even when a target is registered with multiple target groups.

You can add and remove targets from your load balancer as your needs change, without disrupting the
overall flow of requests to your application. ELB scales your load balancer as traffic to your application
changes over time. ELB can scale majority of workloads automatically.


https://aws.amazon.com/elasticloadbalancing/?sc_channel=PS&sc_campaign=acquisition_IN&sc_publisher=google&sc_medium=load_balancing_b&sc_content=aws_load_balancer_p&sc_detail=aws%20load%20balancer&sc_category=load_balancing&sc_segment=159808182949&sc_matchtype=p&sc_country=IN&s_kwcid=AL!4422!3!159808182949!p!!g!!aws%20load%20balancer&ef_id=EAIaIQobChMIlpDZ--WB3wIVOB-tBh1yPAgkEAAYASAAEgLY4_D_BwE:G:s

The application load balancer launch sequence and current screen can be viewed using the vSRX
instance properties. When running vSRX as an AWS instance, logging in to the instance through SSH
starts a session on Junos OS. Standard Junos OS CLI can be used to monitor health and statistics of the
vSRX instance. If the #load_balancer=true tag is sent in user data, then boot-up messages mention that
the vSRX interfaces are configured for ELB and auto-scaling support. Interfaces ethO and eth1 are then
swapped.

If an unsupported Junos OS configuration is sent to the vSRX instance in user data, then the vSRX
instance reverts to its factory-default configuration. If the #load_balancer=true tag is missing, then
interfaces are not swapped.

Deployment of AWS Application Load Balancer

IN THIS SECTION

vSRX Behind AWS ELB Application Load Balancer Deployment | 349

Sandwich Deployment of AWS ELB Application Load Balancer | 351

AWS ELB application load balancer can be deployed in two ways:
e VvSRX behind AWS ELB application load balancer

e ELB sandwich

VvSRX Behind AWS ELB Application Load Balancer Deployment

In this type of deployment, the vSRX instances are attached to the application load balancer, in one or
more availability zones (AZs), and the application workloads are behind the vSRX instances. The
application load balancer sends traffic only to the primary interface of the instance. For a vSRX instance,
the primary interface is the management interface fxp0O.

To enable ELB in this deployment, you have to swap the management and the first revenue interface.



Figure 86 on page 350 illustrates the vSRX behind AWS ELB application load balancer deployment.

Figure 86: vSRX Behind AWS ELB Application Load Balancer Deployment
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Enabling AWS ELB with vSRX Behind AWS ELB Application Load Balancer Deployment

2300135

The following are the prerequisites for enabling AWS ELB with the vSRX behind AWS ELB application
load balancer type of deployment:

e Allincoming and outgoing traffic to ELB are monitored from the ge-0/0/0 interface associated with
the vSRX instance.

e The vSRX instance at launch has two interfaces in which the subnets containing the interfaces are
connected to the internet gateway (IGW). The two interface limit is set by the AWS auto scaling
group deployment. You need to define at least one interface in the same subnet as the AWS ELB.
The additional interfaces can be attached by the lambda function.

e Source or destination check is disabled on the eth1 interface of the vSRX instance.

For deploying an AWS ELB application load balancer using the vSRX behind AWS ELB application load
balancer method:

The vSRX instance contains:

e Cloud initialization (cloud-init) user data with ELB tag as #load_balancer=true.
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e The user data configuration with #junos-config tag, fxpO (dhcp), ge-0/0/0 (dhcp) (must be DHCP any
security group that it needs to define)

e Cloud-Watch triggers an Simple Notification Service (SNS), which in turn triggers a Lambda function
that creates and attaches an Elastic Network Interface (ENI) with Elastic IP address (EIP) to the vSRX
instance. Multiple new ENIs (maximum of 8) can be attached to this instance.

e The vSRX Instance must be rebooted. A reboot must be performed for all subsequent times the vSRX
instance launches with swapped interfaces.

NOTE: Chassis cluster is not supported if you try to swap the ENI between instances and IP
monitoring.

NOTE: You can also launch the vSRX instance in an Auto Scaling Group (ASG). This launch can be
automated using a cloud formation template (CFT).

Sandwich Deployment of AWS ELB Application Load Balancer

In this deployment model, you can scale both, security and applications. vSRX instances and the
applications are in different ASGs and each of these ASGs is attached to a different application load
balancer. This type of ELB deployment is elegant and simplified way to manually scale vSRX
deployments to address planned or projected traffic increases while also delivering multi-AZ high
availability. The deployment ensures inbound high availability and scaling for AWS deployments.

Because the load balancer scales dynamically, its virtual IP address (VIP) is a fully qualified domain name
(FQDN). This FQDN resolves to multiple IP addresses according to the availability zone. To enable this
resolution, the vSRX instance should be able to send and receive traffic from the FQDN (or the multiple
addresses that it resolves to).

You configure this FQDN by using the set security zones security-zone ELB-TRAFFIC address-book address ELB
dns-name FQDN_OF_ELB command.



Figure 87 on page 352 illustrates the AWS ELB application load balancer sandwich deployment for

VSRX.

Figure 87: Sandwich Deployment of AWS ELB Application Load Balancer
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Enabling Sandwich Deployment of AWS Application Load Balancer for vSRX

For AWS ELB application load balancer sandwich deployment for vSRX:

e VSRX receives the #load_balancer=true tag in cloud-init user data.

e InJunos OS, the initial boot process scans the mounted disk for the presence of the flag file in the
setup_vsrx file. If the file is present, it indicates that the two interfaces with DHCP in two different
virtual references must be configured. This scan and configuration update is performed in the default

configuration and on top of the user data if the flag file is present.

NOTE: If user data is present, then the boot time after the second or the third mgd process

commit increases.

e You must reboot the vSRX instance. Perform reboot for all the subsequent times the vSRX instance is

launched with swapped interfaces.

2300136
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NOTE: Chassis cluster support for swapping the Elastic Network Interfaces (ENIs) between
instances and IP monitoring does not work.

NOTE: You can also launch vSRX instance in an ASG and automate the deployment using a cloud
formation template (CFT).

Invoking Cloud Formation Template (CFT) Stack Creation for vSRX Behind AWS
Application Load Balancer Deployment

This topic provide details on how to invoke cloud formation template (CFT) stack creation for the non-
sandwich deployment (with vSRX Behind AWS Application Load Balancer) which contains only one load
balancer.

Before you invoke the CFT stack creation, ensure you have the following already available within AWS
environment:

o VPC created and ready to use.

¢ A management subnet

e An external subnet (subnet for vSRX interface receiving traffic from the ELB).
e Aninternal subnet (subnet for vSRX interface sending traffic to the workload).
e An AMI ID of the vSRX instance that you want to launch.

e User data (the vSRX configuration that has to be committed before the traffic is forwarded to the
workload. This is a base 64 encoded data not more than 4096 characters in length; you may use up
to three user data fields if a single field data exceeds 4096 characters).

e EC2 key file.

e Get the lambda function file add_eni.zip from Juniper vSRX GitHub repository and upload it to your
instances S3 bucket. Use this information in the Lambda S3 Location field of the template.

e Your AWS account should have permissions to create Lambda functions on various resources in your
region.

Follow the following steps to invoke CFT stack creation for AWS ELB with vSRX behind AWS ELB
application load balancer deployment.

1. Loginto your AWS account and make sure the region on the top right is the one you want to use.



Go to AWS console home page and under All Services look for Management & Governance section
and click CloudFormation option.

Click the Create Stack button on the top right side of the CloudFormation page.

CloudFormation

Stacks @]

Active w @
Stack name Status Created time Description

regress-vmx2 () CREATE_COMPLETE Wed, 28 Nov 2018 01:06:33 GMT

On the new page, select Upload a template file radio button, then click Choose file button, and then
select your template file and click Next.

Specify template

Template source

Amazon 53 URL © Upload a template file

Upload a template file

Choose file [ vsrx_ELB_v2.template

S3 URL: https://s3-external-1.amazonaws.com/cf-templates-264tncxpo7t2-us-east-1/2018337bgk-

View in Designer [4
vsrx_ELB_v2.template : : ‘9 L

Cancel

The next page that opens is a form created from the template. Some fields might already have a
default value, that you might change if you want to.

Enter a Stack Name, select the VPC ID, InstanceType, MgtSubnetID, ExternalSubnetiD,
InternalSubnetID, ImagelD. Paste the Base64 encoded user data (which is the vSRX configuration
to be committed and is provided in a separate text file). If your Baseé64 encoded vSRX configuration
exceeds 4096 bytes, you may use UserData2 and UserData3 fields as needed.

Set MinASGlInstances as 1 and MaxASGiInstances as 3

Select your Amazon EC2 Key Pair file and click Next.
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Create stack

Stack name

Stack name

VSRX3-CFT-Test1
Stack name can include Letters (A2 and a=z}, numbers (D-8), and dashes {-).

Parameters
Parameters are defined in your template and allow you to input custom values when you create or update a stack.

wSRX configuration

VPCID
VPC ID

| vac-f2a8asaf (10.0.0.0/16) (0C-01) %

InstanceType
Select the instance type you want to use

| c5.large M |

MgtSubnetiD
Subnet ID used for the mgmit interface

| subnet-ee5feScd (10.0.254.0/24) (DCO1a_MgmtSub_fxp0) - |

ExternalSubnetiD
Subnet |D uzed for the revenue interface

| subnet-335¢ce619 (10.0.0.0/24) (DC0O1a_PubSub_ged) v l

InternalSubnetiD
Subnet |D used for the internal interface

| subnet-115ce634 (10.0.1.0/24) (DCO1a_PvtSub_gel) v |

ImagelD
| ami-048457f49622be514 |

UserData
User Data configuration. Maximum 4086 bytes For better readability, encode it with base64. Final userdata will be the combination of UserData, UserData2 and UserData3

| IWZSB2aX J0dWFsLXIvaXRlcjsKICAGICAGICBobrRIcmZAY2U gZ2UtM CBwLzAUMDsKICAGICAGIC BpbnRicmZhY 2UgZ2UtMCBwLZELMDsKICAGIHOKFQ == |

UserData2
User Data configuration (Optionall. i ADAE bytes.

UserData3
User Data configuration (Optionall. Maximum 4096 bytes.

| |

Auto scaling group [

MinASGinstances
Minirnum number of vSAX in the auto scaling group

K :

MaxASGlInstances
Maximum number of vERX in the auto scaling group

|3

B

Other parameters

ECZKeyPair
Amazon EC2 Key Pair

vsrx_test v |




7.

Skip the next page with Configure stack options and Advanced option and click Next.

Configure stack options

Tags

You tan specify tags (key-value pairs) to apply to resources in your stack. You can add up to 50 unigue tags for each stack. Learn maore,

Permissions
Chaose an 1AM role to explicitly define how OloudFormation can create, modify, or delete nesources in the stack I you don't choose a rale, CloudFormation uses permissions
based on your user credentials. Learm more.

1AM role - optional

IAM role name ¥ Sample-role-name

Advanced options

» Stack policy

Defines the resources that you want to protect from unintentional updates during a stack update.

» Rollback configuration

Specify alarms for CloudFormatian to manitor when oresting and updating the stack. If the operation breaches an alarm thresheld, OoudFarmation rolls it back. Learn

mare.

» Notification options
You can choose an |IAM role that CloudFormiation uses to create, madify, or delete resources in the stack. If you don't choose a role, CloudFormation uses the penmissions
defined in your account. Learn mare.

» Stack creation options

On the next page, you will be able to review and edit your stack creation details. Once you are done
reviewing, click Create stack button on the bottom right of the page.

356
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357

Stack creation options
Rollback on failure
Enabled

Timeout

Termination protection

Disabled

P Quick-create link

Cancel | Previous || Create change set I

On the next page, wait for the stack creation to be completed. If there are any errors in the stack
creation, then the errors are displayed on this page. You have to rectify the errors and recreate the
stack using the above steps.

Once the stack is created successfully , click Services>EC2 and then click Auto Scaling Groups on
the left-hand side menu.

On the right-hand side of the page, you should see an auto-scaling group (ASG) with the stack
name that you created.

When you select the ASG you created then that ASG details are displayed at the bottom of the
page.

Click the Scaling Policies tab to create a scaling policy for this ASG, to maintain a certain number of
VvSRXs in the ASG and to cater to various requests, as per your requirements. Refer to ‘Scaling
policy example’ under the ‘Sample Data’ in this topic below.

Auto Scaling Group monitors the state of the vSRX instances. It will automatically re spawn a new
instance if any vSRX instance failure is detected. You can find more information in the Activity
History tab of the ASG and in the Cloudwatch logs.

Auto Scaling Group: vSRX3-ELB-CFT-01-vSRXASG-1BLW7XFQ4XVJL

Details Activity History Scaling Policies Instances Monitoring Notifications Tags Scheduled Actions Lifecycle Hooks
Add policy

vSRX3_ELB_SPO1

Policy type: Target Tracking scaling

Execute policy when:  As required to maintain Application Load Balancer Request Count Per Target at 5000
Take the action:  Add or remove instances as required

Instances need: 15 seconds to warm up after scaling

Disable scale-in: No



11. Click Services>EC2 and then Load Balancers on the left-hand side menu. On the right-hand side of

the page, you should see a load balancer (LB) with the stack name that you created. You can select
this load balancer and view the load balancer details at the bottom of the page.

The instances tab above will show the vSRX instances being load-balanced by this LB. This LB will
be assigned a DNS name as show above. Any HTTP traffic sent to that host will be forwarded by
the vSRX to the web server workload being protected by the vSRX. The number of vSRX instances
can vary between MinASGInstances and MaxASGlInstances used during setup, depending upon the
scaling criteria.

Load balancer: | sichao-v3-External-1620H8ELJZLT1

Description  Instances  Healthcheck  Listeners  Monitoing  Tags  Migration

Basic Configuration

Name sichao-v3-External-1620HBELJZL71 Creation time September 14, 2018 at 3:19:04 PM UTC-7
* DNS name sichao-v3-External-1620HBELJZL71-668480999.us- Hosted zone Z35SXDOTRQ7XTK
east-1.elb.amazonaws.com (A Record)
Status 0 of 0 instances in service

T Classic (Migrate Now)
e e g VPC  vpc-f00cSb8b

Scheme internet-facing

Availability Zones subnet-ebEbbfal - us-east-1b

12. For Scaling a Policy:

e As mentioned in Step 11, click on Add policy on the Scaling Policies tab of your Auto Scaling
Group (ASG) and name the policy.

e Select a Metric type from the drop down list, for example: for Average CPU Utilization, enter a
Target Value as 75. Add 30 seconds warm-up time the vSRX instances need and leave Disable
scale-in unchecked.

e Click Create to add this policy to the ASG. The ASG executes the policy as required to maintain
average CPU utilization at 75.

Sample Configuration of AWS Elastic Load Balancer with vSRX instance for HTTP Traffic

You need to have your DNS server IP and your Web Server IP (or if your web server is behind a load
balancer, then use that load balancer’s IP address below instead of the Web Server IP).

After using your IP addresses in the below configuration, convert this configuration into Base 64
format (refer to: https:/www.baseé4encode.org/) and then paste the converted configuration into
the UserData field. By doing so, applies the below configuration to the existing default configuration
on a vVSRX launched in AWS, during the stack creation process.

#load_balancer=true
#junos-config

system {

name-server {



<Your DNS Server IP>

}
syslog {
file messages {
any any;
}
}
}
security {
address-book {
global {
address websrv <Your Web Server IP>/32>;
}
}
nat {
source {
rule-set src-nat {
from interface ge-0/0/0.0;
to zone trust;
rule rulel {
match {
source-address 0.0.0.0/0;
destination-port {
80;
}
}
then {
source-nat {
interface;
}
}
}
}
}
destination {
pool pooll {
address <Your Web Server IP>/32>;
}

rule-set dst-nat {
from interface ge-0/0/0.0;
rule rulel {
match {
destination-address 0.0.0.0/0;



destination-port {

80;
}
}
then {
destination-nat {
pool {
pooll;
}
}
}
}
}
}
}
policies {
from-zone untrust to-zone trust {
policy mypol {
match {
source-address any;
destination-address any;
application any;
}
then {
permit;
}
}
}
}
zones {

security-zone trust {
host-inbound-traffic {
system-services {

any-service;

}
protocols {
all;
}
}
interfaces {
ge-0/0/1.0;
}



security-zone untrust {
host-inbound-traffic {
system-services {

any-service;

}
protocols {
all;
}
}
interfaces {
ge-0/0/0.0;
}
}
}
}
interfaces {
ge-0/0/0 {
unit 0 {
family inet {
dhcp;
}
}
}
ge-0/0/1 {
unit @ {
family inet {
dhcp;
}
}
}
}
routing-instances {
ELB_RI {
instance-type virtual-router;
interface ge-0/0/0.0;
interface ge-0/0/1.0;
}



Overview of AWS Elastic Network Adapter (ENA) for vSRX Instances

IN THIS SECTION

Benefits | 362

Understanding AWS Elastic Network Adapter | 362

Amazon Elastic Compute Cloud (EC2) provides the Elastic Network Adapter (ENA), the next-generation
network interface and accompanying drivers that provide enhanced networking on EC2 vSRX instances.

Amazon EC2 provides enhanced networking capabilities through the Elastic Network Adapter (ENA).

Benefits

e Supports multiqueue device interfaces. ENA makes uses of multiple transmit and receive queues to
reduce internal overhead and to increase scalability. The presence of multiple queues simplifies and
accelerates the process of mapping incoming and outgoing packets to a particular vCPU.

e The ENA driver supports industry-standard TCP/IP offload features such as checksum offload and
TCP transmit segmentation offload (TSO).

e Supports receive-side scaling (RSS) network driver technology that enables the efficient distribution
of network receive processing across multiple CPUs in multiprocessor systems, for multicore scaling.
Some of the ENA devices support a working mode called low-latency queue (LLQ), which saves
several microseconds.

Understanding AWS Elastic Network Adapter

Enhanced networking uses single-root I/0 virtualization (SR-IOV) to provide high-performance
networking capabilities on supported instance types. SR-IOV is a method of device virtualization that
provides higher I/O performance and lower CPU utilization when compared to traditional virtualized
network interfaces. Enhanced networking provides higher bandwidth, higher packet per second (pps)
performance, and consistently lower inter-instance latencies. There is no additional charge for using
enhanced networking.

ENA is a custom network interface optimized to deliver high throughput and packet per second (pps)
performance, and consistently low latencies on EC2 vSRX instances. Using ENA for vSRX C5.large
instances (with 2 vCPUs and 4-GB memory), you can utilize up to 20 Gbps of network bandwidth. ENA-
based enhanced networking is supported on vSRX instances.



The ENA driver exposes a lightweight management interface with a minimal set of memory-mapped
registers and an extendable command set through an admin queue. The driver supports a wide range of
ENA adapters, is link-speed independent (that is, the same driver is used for 10 Gbps, 25 Gbps, 40 Gbps,
and so on), and negotiates and supports various features. The ENA enables high-speed and low-
overhead Ethernet traffic processing by providing a dedicated Tx/Rx queue pair per CPU core.

The DPDK drivers for ENA are available at https:/github.com/amzn/amzn-drivers/tree/master/
userspace/dpdk.

NOTE: When AWS ELB application load balancers are used, the ethO (first) and eth1 (second)
interfaces are swapped for the vSRX instance. The AWS ENA detects and rebinds the interface
with its corresponding kernel driver.

Multi-Core Scaling Support on AWS with SWRSS and ENA

EC2 instance types are predefined by AWS. You cannot launch an instance with an arbitrary number of
vCPUs. This scenario leads to a gap between the resource AWS provides and the resource that vSRX 3.0
can use.

As an example: For AWS C5.4xlarge without software RSS, vSRX 3.0 will be launched with 9 vCPUs.
Whereas we have 16 vCPUs that can be used. So, the remaining 7 vCPUs offered by AWS are wasted.
With Software RSS, the hardware RSS queue limitation is removed. With more software queue available,
more VCPUs can be deployed as data vCPUs.

Starting in Junos OS Release 19.4R1, vSRX 3.0 instances with the Software Receive Side Scaling
(SWRSS) feature can scale up the number of vCPUs on instances with ENA support in AWS. The ENA
enabled instances allow for more RSS queues. With the SWRSS feature, the dynamic ratio between
number of vCPUs and RSS queues allows for the scale up of vSRX with larger AWS EC2 instances.

Software RSS supports up to 32 vCPUs. Launching vSRX into EC2 instance with more than 32 vCPUs
will not provide further benefits. To support multi-core scaling you need to ensure SWRSS is enabled on
vSRX instances.

With this feature support the AWS instances type supported by vSRX are c5.large, c5.xlarge, c5.2xlarge,
c5.4xlarge, and c5.9xlarge. For more information, see Amazon EC2 Instance Types.


https://github.com/amzn/amzn-drivers/tree/master/userspace/dpdk
https://github.com/amzn/amzn-drivers/tree/master/userspace/dpdk
https://aws.amazon.com/ec2/instance-types/

Centralized Monitoring and Troubleshooting using AWS Features

IN THIS SECTION

Understanding Centralized Monitoring Using Cloudwatch | 364

Integration of vVSRX with AWS Monitoring and Troubleshooting Features | 372

This topic provides you details on how you can perform monitoring and troubleshooting of your vSRX
instances on the AWS console by integrating vSRX with CloudWatch, IAM, and Security Hub.

Understanding Centralized Monitoring Using Cloudwatch

IN THIS SECTION

Benefits | 370
CloudWatch Overview | 371
Security Hub Overview | 371

Identity and Access Management Console | 371

AWS provides a comprehensive view of various metrics, logs, security events from third-party services
across AWS accounts. With the support of CloudWatch, vSRX can publish native metrics and logs to
cloud, which you can use to monitor vSRX running status. Security Hub is the single place that
aggregates, organizes and prioritizes security alerts.

The CloudWatch logs agent provides an automated way to send log data to CloudWatch Logs from
Amazon EC2 instances. The agent pushes log data to CloudWatch Logs.

The cloudagent daemon that runs on the vSRX allows integration of AWS CloudWatch and Security
Hub. The cloudagent:

o Collects device metrics and send metrics to AWS CloudWatch
o Collects system and security logs and sends the logs to AWS CloudWatchLog

Any event type (component or log level) that can be collected by the cloudagent under vSRX event
log mode is supported for CloudWatch log collection. Events supported for CloudWatchLog are:



e System activities such as Interfaces status (up/down), configuration changes, user login logout and
so on.

e Security events such as IDP, SkyATP, and security logs such as UTM logs, and Screen, SkyATP and
so on.

o Collects security alerts and import those alerts to Security Hub in security finding format.

To import security events to Security Hub, you need to configure CloudWatch log collection and
import the security events based on the log messages.

Security Hub collects security data from across AWS accounts, services, and supported third-party
partners and helps you analyze your security trends and identify the highest priority security issues.
After the AWS security hub support is added on vSRX, it helps administrator reduces the effort of
collecting and prioritizing security findings across accounts. With the help of Security hub, you can
run automated, continuous account-level configuration and compliance checks based on vSRX
security output.

For the list of events and metrics that are imported, see Table 70 on page 365 and Table 71 on page
368.

For more information on the events and their purpose, see Juniper System Log Explorer.

Table 70: Events Imported to Security Hub

Metric Description

AV_MANY_MSGS_NOT_SCANN | Skip antivirus scanning due to excessive traffic
ED_MT

WEBFILTER_URL_BLOCKED Web request blocked

AAMW_CONTENT_FALLBACK_L ' AAMW content fallback info
oG

AV_MANY_MSGS_DROPPED_M | Drop the received file due to excessive traffic
T

PFE_SCREEN_MT_CFG_ERROR screen config failure

WEBFILTER_URL_REDIRECTED Web request redirected


https://apps.juniper.net/syslog-explorer/

Table 70: Events Imported to Security Hub (Continued)

Metric

AV_FILE_NOT_SCANNED_PASS
ED_MT

RT_SCREEN_TCP_SRC_IP

RT_SCREEN_SESSION_LIMIT

SECINTEL_ACTION_LOG

IDP_APPDDOS_APP_STATE_EVE
NT

AAMW_HOST_INFECTED_EVEN
T_LOG

IDP_ATTACK_LOG_EVENT

IDP_SESSION_LOG_EVENT

AAMW_MALWARE_EVENT_LOG

WEBFILTER_URL_PERMITTED

IDP_PACKET_CAPTURE_LOG_E
VENT

RT_SCREEN_WHITE_LIST

RT_SCREEN_IP

AAMW_SMTP_ACTION_LOG

Description

The antivirus scanner passed the received traffic without scanning because
of exceeding the maximum content size

TCP source IP attack

Session limit

Secintel action info

IDP: DDOS application state transition event

AAMW cloud host status event info

IDP attack log

IDP session event log

AAMW cloud malware event info

Web request permitted

IDP packet captutre event log

Screen white list

IP attack

AAMW SMTP action info



Table 70: Events Imported to Security Hub (Continued)

Metric

RT_SCREEN_TCP_DST_IP

IDP_APPDDOS_APP_ATTACK_E
VENT

RT_SCREEN_ICMP

IDP_TCP_ERROR_LOG_EVENT

AV_FILE_NOT_SCANNED_DROP
PED_MT

AAMW_ACTION_LOG

PFE_SCREEN_MT_ZONE_BINDI
NG_ERROR

AV_VIRUS_DETECTED_MT

PFE_SCREEN_MT_CFG_EVENT

RT_SCREEN_TCP

RT_SCREEN_UDP

AV_SCANNER_DROP_FILE_MT

AAMW_IMAP_ACTION_LOG

AV_SCANNER_ERROR_SKIPPED
_MT

Description

TCP destination IP attack

IDP: DDOS attack on application

ICMP attack

IDP TCP error log

The antivirus scanner dropped the received traffic without scanning because
of exceeding the maximum content size

AAMW action info

screen config failure

The antivirus scanner detected a virus

screen config

TCP attack

UDP attack

The antivirus scanner dropped the received traffic because of an internal
error

AAMW IMAP action info

Skip antivirus scanning due to an internal error



Table 70: Events Imported to Security Hub (Continued)

Metric

Description

AV_MEMORY_INSUFFICIENT_M | The DRAM size is too small to support antivirus

T

Table 71: Supported vSRX Metrics Published on CloudWatch by Coudagent

Metric

ControlPlaneCPUUMil

DataPlaneCPUULil

DiskUtil

ControlPlaneMemoryUtil

DataPlaneMemoryUtil

FlowSessionInUse

FlowSessionUtil

RunningProcesses

Ge00XInputKBPS

Ge00XInputPPS

Ge00XOutputKBPS

Unit

Percent

Percent

Percent

Percent

Percent

Count

Percent

Count

Kilobits/Second

Count/Second

Kilobits/Second

Description

Utilization of the CPU on which control plane tasks are running

Utilization of each CPU on which data plane tasks are running

Disk storage utilization

Memory utilization of control plane tasks

Memory utilization of data plane task

Monitors the number of flow session in use, including all those
sessions are allocated in valid, invalid, pending and other states.

Flow session utilization

Number of processes in running state.

Interfaces input statistics on Kilobits per second. Each GE
interface will be monitored separately.

Interfaces input statistics on packets per second. Each GE
interface will be monitored separately.

Interfaces output statistics on Kilobits per second. Each GE
interface will be monitored separately.



Table 71: Supported vSRX Metrics Published on CloudWatch by Coudagent (Continued))

Metric Unit Description

Ge00OXOutputPPS Count/Second Interfaces output statistics on packets per second. Each GE
interface will be monitored separately.

Besides the agent running in vVSRX, you must configure the AWS console to enable CloudWatch and
Security Hub service for vSRX, including:

e Grant privileges for vSRX to post data to CloudWatch and Security Hub
e Create a role with corresponding permission in AWS Identity and Access Management (IAM) console
e Attach the role to vSRX instances in AWS EC2 console

e Configure CloudWatch dashboard to display metric items with chart widget
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Figure 88 on page 370 shows how a cloudagent collects data from vSRX and posts to AWS services.

Figure 88: Integration of AWS Cloudwatch on vSRX 3.0
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Benefits

Observability of events and data on a single platform across applications and infrastructure
e Easiest way to collect metric in AWS and on-premises

¢ Improve operational performance and resource optimization

o Get operational visibility and insight

e Derive actionable insights from logs



CloudWatch Overview

Amazon CloudWatch is a monitoring and management service built for developers, system operators,
site reliability engineers (SRE), and IT managers. CloudWatch provides you with data and actionable
insights to monitor your applications, understand and respond to system-wide performance changes,
optimize resource utilization, and get a unified view of operational health.

You can use CloudWatch to detect anomalous behavior in your environments, set alarms, visualize logs
and metrics side by side, take automated actions, troubleshoot issues, and discover insights to keep your
vSRX 3.0 instances running smoothly.

CloudWatch collects monitoring and operational data in the form of logs, metrics, and events, and
visualizes it using automated dashboards so you can get a unified view of your AWS resources,
applications, and services that run in AWS and on-premises. You can correlate your metrics and logs to
better understand the health and performance of your resources. You can also create alarms based on
metric value thresholds you specify, or that can watch for anomalous metric behavior based on machine
learning algorithms. To take action quickly, you can set up automated actions to notify you if an alarm is
triggered and automatically start auto scaling, for example, to help reduce mean-time-to-resolution. You
can also dive deep and analyze your metrics, logs, and traces, to better understand how to improve
application performance.

Security Hub Overview

AWS Security Hub gives you a comprehensive view of your high-priority security alerts and compliance
status across AWS accounts. Security Hub is the single place that aggregates, organizes, and prioritizes
security alerts. vSRX supports Security Hub with authentication to post security finding data to Security
Hub.

Various security alerts from your vSRX instances are collected by Security Hub. With the integration of
Security Hub, you now have a single place that aggregates, organizes, and prioritizes your security alerts,
or findings, from your vSRX instances. Your findings are visually summarized on integrated dashboards
with actionable graphs and tables. You can also continuously monitor your environment using
automated compliance checks based on the AWS best practices and Juniper standards. Enable Security
Hub using the management console and once enabled, Security Hub will begin aggregating and
prioritizing the findings.

Identity and Access Management Console

AWS ldentity and Access Management (IAM) enables you to manage access to AWS services and
resources securely. Using IAM, you can create and manage AWS users and groups, and use permissions
to allow and deny their access to AWS resources.

IAM is a feature of your AWS account offered at no additional charge.



Integration of vSRX with AWS Monitoring and Troubleshooting Features

IN THIS SECTION

Grant Permission for vSRX to access AWS CloudWatch and Security Hub | 372
Enable Monitoring of vSRX Instances with AWS CloudWatch Metric | 373
Collect, Store, and View vSRX Logs to AWS CloudWatch | 374

Enable and Configure Security Hub on vSRX | 376

This topic provides details on how to integrate CloudWatch and Security Hub with vSRX 3.0 for
centralized monitoring and troubleshooting on the AWS console.

Grant Permission for vSRX to access AWS CloudWatch and Security Hub

This section provides you details on how to enable access on vSRX instances to interact with AWS
CloudWatch and Security Hub.

1. Create an IAM role using AWS IAM console.

Login to AWS IAM console, create IAM role and attach the role to vSRX instances to grant those
permissions. You must create an IAM role before you can launch an instance with that role or attach
it to an instance. For more information, see IAM Roles for Amazon EC2.

2. Configure an IAM role role on the AWS console and attach the role to vSRX instance. After you
create and IAM role, the role can be viewed on IAM console and edited as necessary.
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https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/iam-roles-for-amazon-ec2.html
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3. To launch an instance with an IAM role or to attach or replace an IAM role for an existing instance,
permissions have to be granted to pass the role to the instance. AWS has to grant permission to pass
an IAM role to an instance. For more information, see Granting an IAM User Permission to Pass an
IAM Role to an Instance.

4, Attach an IAM role to vSRX instances by selecting a IAM role and the vSRX instance ID under the
Attach/Replace IAM Role tab on the AWS console as shown in Figure 89 on page 373. With the
created role, you can enable CloudWatch and Security Hub access for vSRX instance by attaching the
role.

Figure 89: Attach or Replace IAM Role to the vSRX Instances

aws

2 Services v  Resource Groups v *

Instances > Attach/Replace IAM Role

Attach/Replace IAM Role

Select an IAM role to attach to your instance. If you don't have any IAM roles, choose Create new IAM role to create a role in the IAM console.
If an IAM role is already attached to your instance, the IAM role you choose will replace the existing role.

Instance ID i-05a6a684ff509cb61 (philch-ecs) €

IAM role* [vSRXRole v | C createnewlAMrole @

Q Filter by attributes

* Required
Profile Name

No Role

CloudWatchAgentServerRole

vSRXRole

Enable Monitoring of vSRX Instances with AWS CloudWatch Metric

This procedure provides us steps to enable monitoring of vSRX with AWS CloudWatch Metric.

Metric is data about the performance of the system. By enabling CloudWatch Metric monitoring, you
can monitor some resources of vVSRX instances.


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/iam-roles-for-amazon-ec2.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/iam-roles-for-amazon-ec2.html

1. Enable CloudWatch and Security Hub using the AWS console.
2. Configure CloudWatch metric in the Cloudwatch agent.

To enable CloudWatch metric monitoring, you need to configure metric namespace and collection
interval on the instance by executing the # set security cloud aws cloudwatch metric namespace
<namespace> collect-interval <integer> command.

A namespace is a container for CloudWatch metrics. Metric in different namespaces are isolated from
each other, so that metrics from different applications are not mistakenly aggregated into the same
statistics. Different vSRX instances can use same CloudWatch metric namespace. Metric from
different vSRX instances can be differentiated by dimensional data (instances id/name) in metric
value.

Collection interval is the frequency at which the firewall publishes the metrics to CloudWatch. The
value can be set between 1 minute and 60 minutes. The default value is 3 minutes.

Once the Cloudwatch metric monitoring is enabled, the cloudagent running on vSRX collects all the
required metric and publishes the metric data on the Cloudwatch.

Once monitoring is enabled you can view CloudWatch Metric. CloudWatch metric can be graphed
after cloudagent starts to collect and post metric data to the cloud. By selecting the metric
namespaces created from vSRX on AWS CloudWatch console, administrator can check and display
all metric data. Check AWS CloudWatch guide for how to filter and display on those collected metric.

3. View the Cloudwatch metric data. CloudWatch metrics can be graphed after cloudagent starts to
collect and post metric data to cloud.

4. Configure CloudWatch dashboard to display metric items with chart widget.
Amazon CloudWatch dashboards are customizable home pages in the CloudWatch console that you

can use to monitor your resources in a single view, even those resources that are spread across
different regions. You can manually create a dashboard for the vSRX under monitoring.

Collect, Store, and View vSRX Logs to AWS CloudWatch

CloudWatch Logs are used to monitor, store, and access log files from Amazon Elastic Compute Cloud
(Amazon EC2) instances, AWS CloudTrail, Route 53, and other sources. For a vSRX instance, cloudagent
collects both system and security logs and then post these logs to CloudWatchLog. The log collection in
cloudagent will cache logs in a time window and post them to CloudWatchlLog in a batch.

This procedure provides you details on how to enable and configure CloudWatch Logs on vSRX



1. To enable log collection for CloudWatchLog, you need to configure a log group, collect interval and
from which file to collect log messages on the device.

# set security cloud aws cloudwatch log group vsrx-group
# set security cloud aws cloudwatch log file mylog collect-interval 2

# set security cloud aws cloudwatch log file syslog collect-interval 1

A log stream is a sequence of log events that share the same source. Each separate source of logs
into CloudWatch Logs makes up a separate log stream. For log collection, one vSRX will post logs as a
dedicated stream which means vSRX will automatically create a log stream in the destination log
group.

A log group is a group of log streams that share the same retention, monitoring, and access control
settings. By defining the log groups on the vSRX instance, yiu can specify which streams are placed
into which group.

Collection interval is the frequency at which the firewall publishes logs to CloudWatchLog. The value
can be set between 1 minute and 60 minutes. The default value is 3 minutes.

Three vSRX log files can be collected in CloudWatch simultaneously per vSRX instance. Each log file
will create a corresponding a log stream in Cloudwatch. The log stream will be named under log
group with convention <vsrx_instance_id> <log_file_name>.

After you enable CloudWatch logging in the cloudagent on vSRX instances, you need to configure
syslog message file.

2. Configure the syslog message file.
Any filters can be applied based on vSRX syslog filtering. It provides the capability to define which log
messages will be sent to CloudWatchLogs. For example, the below configuration means system will

log any error messages to the syslog file under the /var/log and cloudagent will collect the messages
from /var/log/syslog and post the messages to CloudWatchLogs.

# set security cloud aws cloudwatch log file syslog collect-interval 1

# set system syslog file syslog any error

3. View and search vSRX logs on CloudWatchLog console. Log groups and stream will be created
automatically after configured on vSRX instances.

Select the log group and stream to check and search those logs sent to CloudWatch from the vSRX
instance.



Enable and Configure Security Hub on vSRX

To import security events to AWS Security Hub, you need to configure CloudWatch log collection and
then import the security events based on the log messages.

For example:

# set security cloud aws cloudwatch log group vsrx-group

# set security cloud aws cloudwatch log file mylog security-hub-import
# set security cloud aws cloudwatch log file mylog collect-interval 1
# set system syslog file mylog any any

# set system syslog file mylog structured-data

In the above configuration you are configuring CloudWatch log collection on file mylog under /var/log
directory and any security events in the log file will be imported from the vSRX to Security Hub in the
AWS security finding format.

NOTE: The security-hub-import option is only supported on log files with structured-data format.
Which means if a message is logged with plain text format, security events in log messages
cannot be converted to AWS security finding and imported to Security Hub.

You can view the security findings posted from vSRX on the Security Hub console.
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Configure vSRX Using the CLI
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Understand vSRX on AWS Preconfiguration and Factory Defaults

vSRX on AWS deploys with the following preconfiguration defaults:

e SSH access with the RSA key pair configured during the installation

e No password access allowed for SSH access

e The management (fxpO0) interface is preconfigured with the AWS Elastic IP and default route

Starting in Junos OS Release 15.1X49-D80 and Junos OS Release 17.3R1, the following example
summarizes the preconfiguration statements added to a factory-default configuration for vSRX on AWS
instances:

set groups aws-default system root-authentication ssh-rsa "ssh-rsa XXXRSA-KEYXXXXX”

set groups aws-default system services ssh no-passwords

set groups aws-default system services netconf ssh

set groups aws-default system services web-management https system-generated-certificate
set groups aws-default interfaces fxp@ unit 0 family inet address aws-ip-address

set groups aws-default routing-options static route 0.0.0.0/0 next-hop aws-ip-address
set apply-groups aws-default

For Junos OS Release 15.1X49-D70 and earlier, the following example summarizes the preconfiguration
statements added to a factory-default configuration for vSRX on AWS instances:

set system root-authentication ssh-rsa "ssh-rsa XXXRSA-KEYXXXXX”
set system services ssh no-passwords

set interfaces fxp0 unit @ family inet addressaws-ip-address

set routing-options static route 0.0.0.0/0 next-hop aws-ip-address



A CAUTION: Do not use the load factory-default command on a VSRX AWS instance. The
factory default configuration removes the AWS preconfiguration. If you must revert to
factory default, ensure that you manually reconfigure AWS preconfiguration statements
before you commit the configuration; otherwise, you will lose access to the vSRX
instance.

Add a Basic vSRX Configuration

You can either create a new configuration on vSRX or copy an existing configuration from another SRX
or vSRX and load it onto your vSRX on AWS. Use the following steps to copy and load an existing
configuration:

1. Saving a Configuration File
2. Loading a Configuration File
To configure a vSRX instance using the CLI:

1. Login to the vSRX instance using SSH and start the CLI.

NOTE: Starting in Junos OS Release 17.4R1, the default user name has changed from roote
to ec2-user@.

ec2-user@% cli
ec2-user@>

2. Enter configuration mode.
ec2-user@ configure

[edit]
ec2-user@#

3. Set the authentication method to log into the vSRX. You can specify a password by entering a
cleartext password or an encrypted password. If you require a more robust level of authentication
security, we recommend that you select an SSH public key string (DSA, ECDSA, or RSA).

ec2-user@# set system root-authentication ssh-rsa <public-key>
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