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Edge Insights for Fleet

Edge Insights for Fleet from Intel is a set of pre-validated ingredients for integrating video analytics on edge
compute nodes.

Edge Insights for Fleet helps to address various commercial vehicle fleet usages, which include data
collection, storage, and analytics using an in-vehicle computer edge node on the information about the driver,
the vehicle, and the cargo load. See How it Works.

Use the Get Started Guide for installation instructions and an introduction to the Edge Software command
line interface to learn how to manage Intel® Developer Catalog packages.

When set up is complete, choose the Reference Implementations section for step-by-step, hands-on
walkthroughs of how to use and configure modules in Edge Insights for Fleet.

How it Works

Edge Insights for Fleet is a set of pre-integrated ingredients designed to accelerate the development and
deployment of solutions for the industrial sector. The package is meant to be deployed on the device closest
to the data generation, such as the tool or machine assembling a product. This enables the ingestion of video
and time-series data, storage of data, performing analytics, closing the loop by transmitting a control
message, and publishing the results.

This section provides an overview of the modules and services featured with Edge Insights for Fleet.
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Modules and Services

Video Ingestion and Analytics
Video Analytics

Classifier algorithms are executed in the Video Analytics container. The container uses the Edge Insights
Software Data Bus to subscribe to the input stream published by the Video Ingestion container. The container
also uses MQTT through Kuiper* service to send data to the Alert Notification service.

The algorithms included in the container are optimized for Intel hardware using the Intel® Distribution of
OpenVINO™ toolkit (OpenVINO™ and the Intel” Math Kernel Library. You can create multiple instances of the
Video Analytics container to classify multiple video input sources.

e The Intel® Distribution of OpenVINO™ toolkit is a software development kit (SDK) for deploying deep
learning computer vision inference applications. It optimizes inferencing on your edge IoT device for Intel”
architecture.

e The Intel® Math Kernel Library is a library of highly-optimized, threaded, and vectorized math routines
designed to maximize performance on Intel” processors.

Video Ingestion
Edge Insights for Fleet supports ingestion from:

¢ Video files.

e GigE cameras.
e USB cameras.

e RTSP cameras.

Edge Insights for Fleet uses GStreamer* and OpenCV to provide a preconfigured ingestion pipeline that you
can modify for different camera types and preprocessing algorithms. The Video Ingestion container publishes
video data, consisting of metadata and frames, to the Edge Insights Software Data Bus. You can create
multiple instances of the Video Ingestion container to ingest video from multiple input sources. In addition,
the Video Ingestion container itself can run UDFs performing analytics. This is recommended for faster
processing of frames to avoid transmission delays.

Training and Learning Suite (TLS)

The Training and Learning Suite has a web-based user interface for training deep learning models. The key
TLS features are:

e Remote deployment of a TLS-trained model into an Edge Insights for Fleet system.
¢ Visualization of Edge Insights for Fleet video data classification results.

Image Store

The image store provides storage and retrieval of images as binary blobs. You can store the images
persistently by using SQLite*, an open source, SQL database engine.

Security and Configuration

The Data Security Framework enables security through a two-stage process involving provisioning and
execution on an Edge Compute Node. Its primary objective is to prevent unauthorized access of generated
data from within the system or via external network interfaces.

Edge Insights for Fleet uses etcd* for configuration management. etcd* is a consistent, distributed key-value
store that provides a reliable way to store data that needs to be accessed by a distributed system or cluster
of machines.

Docker

Docker* is a container framework widely used in enterprise environments. It allows applications and their
dependencies to be packaged together and run as a self-contained unit.



1 Edge Insights for Fleet

Edge Insights Software Data Bus

The Edge Insights Software Data Bus is an abstraction over ZeroMQ*, which is used for all inter-container
communication.

ZeroMQ* is a brokerless message bus that transfers data from the source directly to the destination.
ZeroMQ* is used in TCP and IPC mode with pub-sub and request-response patterns.

Kuiper* MQTT Communication

Kuiper* is an edge lightweight IoT data analytics/streaming software implemented by Golang*. It can be run
on many types of resource-constrained edge devices.

Get Started Guide

This step-by-step guide takes you through installing the Edge Insights for Fleet and introduces you to the
Edge Software command line interface from which you manage the Intel® Developer Catalog packages. After
you complete this guide you will be ready to use a tutorial.

Refer to the Requirements section before you get started with installation.

To use these instructions, you must download the Edge Insights for Fleet package. The download file name is
edge insights for fleet.zip

NOTE Save the email message you get when you download the package. Keep this message safe!
This message includes a product key that is required to complete the installation. If you do not get the
email message, use the Support Forum.

Edge Insights for Fleet is delivered as compressed . zip file that is compatible with the operating system you
selected during the download. The . zip contains a binary executable file, a manifest file that lists the
modules that will be installed, and a readme file.

See Troubleshooting if you run into problems installing the software.

After installation, follow the Introduction to the Edge Software Command Line Interface (CLI). This
introduces you to the Edge Software command line interface from which you manage the Intel® Developer
Catalog packages.

Requirements

In addition to the Edge Insights for Fleet package, you must have the following:

Target System
¢ One of the following processors:

e 6th, 7th, or 8th generation Intel® Core™ processor.
e 6th, 7th, or 8th generation Intel® Xeon® processor.
e Intel® Pentium® processor N4200/5, N3350/5, N3450/5 with Intel® HD Graphics.
e At least 16 GB RAM.
e At least 64 GB hard drive.
e An Internet connection.
e Ubuntu* 20.04 LTS.
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Knowledge/Experience

You are familiar with executing Linux* commands.

Install Edge Insights for Fleet

During the installation, you will be prompted to enter your product key. This key is in the email you received
from the Intel® Registration Center. Contact Support Forum if you do not have this email message.

The steps below explain how to:

e Prepare your target system.
e Copy the package.
e Complete the installation steps.

NOTE Be aware that screenshots may show a package version number that is different from the
current release. See the Release Notes for information on the current release.

Step 1: Prepare the Target System

Make sure your target system has a fresh installation of Ubuntu* Linux* that corresponds to the version of
Edge Insights for Fleet that you downloaded. If you need help installing Ubuntu*, follow these steps:

1. Download Ubuntu package to your developer workstation.

2. Create a bootable flash drive using an imaging application, such as Startup Disk Creator, available on
Ubuntu*.

3. After flashing the USB drive, power off your target system, insert the USB drive, and power on the
target system.

If the target system doesn’t boot from the USB drive, change the boot priority in the system BIOS.
Follow the prompts to install Ubuntu* with the default configurations. For detailed instructions, see the
Ubuntu guide.

Power down your target system and remove the USB drive.

Power up the target system. You will see Ubuntu* Desktop is successfully installed.

You must have sudo access for the target system.

You must have GUI access for the target system.

P
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Step 2: Copy the Edge Insights for Fleet .zip File to the Target System
In this step you copy Edge Insights for Fleet to your target system.

1. Copy edge insights for fleet.zip from the developer workstation to the Home directory on your
target system. You can use a USB flash drive to copy the file. The icon looks like this:
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intel - File Manager (on «
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Step 3: Extract the Edge Insights for Fleet Software

In this step you extract edge insights for fleet.zip. You need to be on the target system to complete
these steps.

1. Make sure you have a working Internet connection.
2. Open a new terminal.
3. Extract the package:

unzip edge insights for fleet.zip

NOTE If you download the file more than once, each download beyond the first is appended by a
number.
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&l /home/intel/edge_insights_for_fleet/
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4. (Optional) Use the link in the readme file to open this Get Started Guide on the target system for an
easy way to copy and paste commands.

Step 4: Install the Edge Insights for Fleet Software

NOTE If you are running behind a proxy server, please be sure that the proxy settings are configured
correctly. The edgesoftware tool uses these proxy settings to download and install the modules.

You will now run a script that will download components and install Edge Insights for Fleet on your target
system.

The software installation will take 1 to 2 hours. The completion time depends on your target system and
Internet connection.

1. Run these commands:

cd edge insights for fleet/
chmod 775 edgesoftware
./edgesoftware install

NOTE If you encounter any Docker* pull-related issues during the installation process, refer to the
Troubleshooting section.

2. Type the product key at the prompt:

3. Based on components selected and system configuration, you might be prompted for additional actions.
For example, if your system is behind a proxy, you are asked to enter proxy settings.

When the installation is complete, you see the message Installation of package complete and the
installation status for each module.

11
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Activities [ X-terminal-emulator ~

" int
Step 21/21 : ENTRYPOINT [“python3.6", "web visualizer.py"]
--> Running in d2afl17f13b66
Removing intermediate container d2afl7f13b66
-> 011d4cbc2b3l

[Warning] One or more bulld-args [EIS UID] were not consumed
Successfully built 011d4c6c2b3l
Creating edgeinsightssoftware ia openvino base 1
Creating 1a video 1ngestion
Creating ia video analytics
Verifying Docker 1mages
[sudo] password for hutanum:
: Verified la elsbase
Verified ia common
Verified ia video common
Verified ia openvino base
Verified 1a eis azure bridge
Verified ia azure simple subscriber
Verified 1a eis zmq broker
Verified 1a etcd uil
Verified ia factoryctrl app
Verified 1a imagestore
Verified 1a influxdbconnector
Verified 1ia opcua export
Verified 1a rest export
Verified 1a tls remoteagent
Verified 1a video analytics
Verified ia video ingestion
Verified ia visualizer
Verified 1a web visualizer

Building Insights Images B i e S D
Edge Insights Visualizer [t i e

Successfully installed eili installer took 30 minutes 32.84 seconds
Installation of package complete
***¥Recommended to reboot system after installation***

______________________________ }. T P g e ————
| Id | Module Status |
s il e B + ---------------------------------------- -

| 5121392e9e63c9002a61dB8d | Docker EUIHH'UHIT.}’ Edition CE SUCCESS |
| 5f213aae9e63c9002a67d88e | Docker Compose SUCCESS |
| SfarcaAdA1R0Ra31efRO7at2Q2Fd | 811 inctaller CIICCESS |
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Activities [ X-terminal-emulator -

; int
intel@edgesoftware:~/edge insights for fleet$ ./edgesoftware list

| 1D | Module | Status |
t - - g e e ol i i (] o i, e i

| 5f21392e9e63c9002a6fd88d | Docker Community Edition CE | SUCCESS |

| 5T213aae9e63c9002a6fd88e | Docker Compose | SUCCESS |

| 5faced41098alef002af292fd | eil installer | SUCCESS |

g S 5 g R S L T

intel@edgesoftware:~/edge insights for fleet$ |}
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To confirm your installation was successful and for a quick look at how it works, use the Introduction to the
Edge Software Command Line Interface (CLI).

Troubleshooting

e Make sure you have an active internet connection during the full installation. If you lose Internet
connectivity at any time, the installation might fail.

e Make sure you are using a fresh Ubuntu* installation. Earlier software, especially Docker* and Docker
Compose*, can cause issues.

e You may experience an installation timeout issue when using the People’s Republic of China (PRC) internet
network. Make sure that you have a stable internet connection while installing the packages. If you
experience timeouts due to Linux* apt or Python* pip installation, try to reinstall the package.

If you're unable to resolve your issues, go to the Support Forum.

Introduction to the Edge Software Command Line Interface (CLI)

edgesoftware is a command line interface (CLI) that helps you manage packages on the Intel® Developer
Catalog.

This guide describes the CLI commands and their usage. In this guide you will:

Try out commands and get familiar with the CLI and the package you installed.

Learn to update modules.

Learn to install custom components.

Learn to export the package you installed, including custom modules, so you can install it on other edge
nodes.

Get Started with the edgesoftware CLI
Use the information in this section to try out the edgesoftware CLI commands.
To begin:

1. Open a terminal window.
2. Gotothe edge insights for fleet/ directory.
3. Try out the following commands.

Get Help or List the Available Commands
e Command:

./edgesoftware --help
e Response:

Usage: edgesoftware [OPTIONS] COMMAND [ARGS]...
A CLI wrapper for management of Intel® Edge Software Hub packages

Options:
-v, —--version Show the version number and exit.
--help Show this message and exit.
Commands:
download Download modules of a package.
export Exports the modules installed as a part of a package.
install Install modules of a package.
list List the modules of a package.
log Show log of CLI events.

14
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pull Pull Docker image.

uninstall Uninstall the modules of a package.
update Update the modules of a package.
upgrade Upgrade a package.

Download Package Modules
e Command:

./edgesoftware download
e Response: Downloads and unzips the modules of the package.

15
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Activities [ X-terminal-emulator ~

intel@edgesoftware:~/edge insights for_ fleet$ ./edgesoftware download
Please enter the Product Key. The Product Key is contained in the emai

Python version: 3.6.9

Connected to the Internet

Successfully validated Product Key

All dependencies met

Package Name: Edge Insights for Fleet 2021.2

Product Name: Intel(R) Client Systems NUC7i7BNH

CPU SKU: Intel(R) Core(TM) 17-7567U CPU @ 3.50GHz
Memory Size: 32 GB

Operating System: Ubuntu 18.04.5 LTS

Kernel Version: 4.15.0-154-generic

Accelerator: None

CPU Utilization: 20.9%

Avallable Disk Space: 30 GB

Downloading component esb common

Module validation passed for 5e8c4742e02117002a2a6976
Downloading component Docker Community Edition CE
Module validation passed for 5f21392e9e63c9002a6fd88d
Downloading component Docker Compose

Module validation passed for 5f213aae9e63c9002a6fd88e
Downloading component IEdgeInsights

Module vallidation passed Tor 60891ell187p610002a2c3494

Noownl oadina comoonant TFdoaTncinohte /'Samn] ac



Edge Insights for Fleet 1

View the Software Version

¢ Command:

./edgesoftware --version
e Response: The edgesoftware version, build date, and target OS.

List the Package Modules

e Command:

./edgesoftware list
e Response: The modules installed and status.

17
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Activities [ X-terminal-emulator -

intel@edgesoftware:~/edge insights for fleet$ ./edgesoftware list

caia e e e e e R R R S R R A s e 2 +
1D | Module | Status |
e + R . B 4 - +

51 ?13“2LF ﬁ;{ﬁﬂﬂ“quf-ﬁau | Docker Community Edition CE | SUCCESS |
5f213aae9e63c9002a6fd88e | Docker Compose | SUCCESS |
5face41098alef002af292fd | eil installer | SUCCESS |

intel@edgesoftware:~/edge insights for fleet$ |}
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List Modules Available for Download

¢ Command:

./edgesoftware list --default
e Response: All modules available for download for that package version, modules ID and version.

19
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Activities [ X-terminal-emulator ~

intel@edgesoftware:~/edge insights for fleet$ ./edgesoftware list --de

T T I I I L L
| 1D | Module Version
i T e
| 615415e405131T0020ee01d4 | EILI Core 2.6.1
| 615415950513ff0020ee01b3 | EII-MessageBus 2.0:1
| 6154159d0513ff0020ee01cO | EIT-C-Utils 2.6.1
| 6154158a0513ff0020ee01ab | EII Samples 2.6.1
| 6154155b0513ff0020ee018d | Video Analytics 2.6.1
| 615415530513110020ee0171 | EII Installer 2.0.1
| 6154143905137f0020ee00cO | Video-Ingestion 2.6.1
| ©6154143205131T0020ee00bb | Image Store 2.6.1
| 615413a90513ff0020ee0097 | Video-Native-Visualizer 2.6.1
| 6154139905137f0020ee0079 | Video Custom UDFs 2.6.1
| 615413a00513ff0020ee0086 | Video-Web-Visualizer 2.6.1
| 6154137405137f0020ee005¢ | Video Common 2.6.1
| 6154136c05131710020ee0041 | Video-Analytics 2.6.1
| 615413640513ff0020ee0042 | EII-Tools 2.6.1
| ©615412d60513ff0020ee0024 | EII ETCD UL 2.0
| 60e327614cle9d002a6d6a7a | Docker Compose* 1.29.0
| 5721392e9e63c9002a6fd88d | Docker Community Edition (CE)* 20.10.5
| 616edB88eledl/e0021bb4ffo | Edge Insights for Fleet 3.0.0
| 615415ee0513ff0020ee0led | Device Manageability 2.6.1

intel@edgesoftware:~/edge insights for fleet$
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Display the CLI Event Log

Command:

./edgesoftware log
Response: CLI event log information, such as:

target system information (hardware and software)
system health

installation status

modules you can install

21
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[ X-terminal-emulator ~

Activities

intel@edgesoftware:~/edge insights for fleet$ ./edgesoftware log

Tue Nov 23 12:06:47 IST 2021 - INFO - Artifacts file config install.ym
Tue Nov 23 12:06:48 IST 2021 - INFO - Product key requirement status 1
Tue Nov 23 12:08:23 IST 2021 - INFO - ESB CLI version: 2021.4

Target 0S: Ubuntu 18.04

Tue Nov 23 12:08:23 IST 2021 - INFO - Python version: 3.6.9

Tue Nov 23 12:08:23 IST 2021 - INFO - Checking Internet connection

Tue Nov 23 12:08:24 IST 2021 - INFO - Connected to the Internet

Tue Nov 23 12:08:24 IST 2021 - INFO - Validating product key

Tue Nov 12:08:24 IST 2021 - INFO - Successfully validated Product K

12:08:24 IST 2021 - INFO - Connected to a network in United
12:08:24 IST 2021 - INFO - Checking for prerequisites
12:08:38 IST 2021 - INFO - All dependencies met

12:08:42 IST 2021 - INFO - ----c-eeeccenccnas- SYSTEM INFO--
12:08:42 IST 2021 - INFO - Package Name: Edge Insights for
12:08:42 IST 2021 - INFO - Product Name: Intel(R) Client Sy
12:08:42 IST 2021 - INFO - CPU SKU: Intel(R) Core(TM) 17-75
12:08:42 IST 2021 - INFO - Memory Size: 32 GB

12:08:42 IST 2021 - INFO - Operating System: Ubuntu 18.04.6
12:08:42 IST 2021 - INFO - Kernel Version: 4.15.0-162-gener
12:08:42 IST 2021 - INFO - Accelerator: None

Tue Nov
Tue Nov
Tue Nov
Tue Nov
Tue Nov
Tue Nov
Tue Nov
Tue Nov
Tue Nov
Tue Nov
Tue Nov

Wl wwiww W wwwu

W L

MMM MMAMBAMAMMNBMBMBMBMBAMNNRRBA BN B M

Tue Nov 23 12:08:42 IST 2021 - INFO - CPU Utilization: 4.9%

Tue Nov 23 12:08:42 IST 2021 - INFO - Available Disk Space: 27 GB

Tue Nov 23 12:08:44 IST 2021 - INFO - Starting installation

Tue Nov 23 12:08:44 IST 2021 - INFO - Modules to be downloaded by pack
JEtcdUI', 'IEdgeInsights/common/uti 1fL , 'IEdgeInsights/common/1libs/EI

EdgeInsights/VideoIngestion', 'IEdgelInsights/Visualizer', 'IEdgelnsigh
s', 'IEdgeInsights/OpcuaE ADGrt', 'IEdgeInsights/RestDataExport', 'IEdg
detection', 'textile defect classifier', 'weld porosity detection’

Tue Nov 12:08:44 IST 2021 - INFO - Downloading modules...

wl
i

Tue Nov 23 12:08:44 IST 2021 - INFO - Downloading component esb common
Tue Nov 23 12:08:44 IST 2021 - INFO - Sending request to download modu
Tue Nov 23 12:08:49 IST 2021 - INFO - Sending request to validate modu
Tue Nov 23 12:08:49 IST 2021 - INFO - Module validation passed for 5e8
Tue Nov 23 12:08:49 IST 2021 - INFO - Successfully downloaded module e
Tue Nov 23 12:08:49 IST 2021 - INFO - Downloading component Docker Com
Tue Nov 23 12:08:49 IST 2021 - INFO - Sending request to download modu
Tue Nov 23 12:08:52 IST 2021 - INFO - Sending request to validate modu
Tue Nov 23 12:08:52 IST 2021 - INFO - Module validation passed for 5f2
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See the Installation Event Log for a Module
e Command:
./edgesoftware log <MODULE ID>

You can specify multiple <MODULE_ID> arguments by listing them with a space between each.

NOTE To find the module ID, use:

./edgesoftware list

e Response: The installation log for the module.

23
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Activities [ X-terminal-emulator ~

intel@edgesoftware:~/edge insights for fleet$ ./edgesoftware log 5f213

Mon Aug 30 11:26:01 IST 2021 - INFO - Starting installation docker-com
Mon Aug 30 11:26:01 IST 2021 INFO - Removed image from cache memory

Mon Aug 30 11:26:06 IST 2021 - INFO - Docker Verified

Mon Aug 30 11:26:06 IST 2021 INFO - Removed 1mage from cache memory

Mon Aug 30 11:26:08 IST 2021 INFO - Completed installation of docker
Mon Aug 30 11:26:08 IST 2021 - INFO - Verified docker-compose

Mon Aug 30 11:26:08 IST 2021 INFO - Successfully installed docker-co
Mon Aug 30 11:26:08 IST 2021 - INFO - Completed cleanup of temporary f

intel@edgesoftware:~/edge insights for fleet$ |
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Install Package Modules

This edgesoftware command installs package modules on the target system. To do so, the command looks at
edgesoftware configuration.xml that was downloaded from the Intel® Developer Catalog when you
installed the Edge Insights for Fleet software. This file contains information about the modules to install.

During the installation, you will be prompted to enter your product key. The product key is in the email
message you received from Intel confirming your Edge Insights for Fleet download.

NOTE Do not manually edit the edgesoftware configuration.xml file.

1. Open a terminal window.
2. Go tothe edge insights for fleet/ directory.
3. Run the install command:

./edgesoftware install

Update the Package Modules

NOTE On a fresh Linux installation, you might need to use the install command at least once before
performing an update. install makes sure all dependencies and packages are installed on the target
system.

./edgesoftware install

When you are ready to perform the update, use:
./edgesoftware update <MODULE ID>

During the installation, you will be prompted to enter your product key. The product key is in the email
message you received from Intel confirming your Edge Insights for Fleet download.

NOTE To find the module ID, use:

./edgesoftware list --default

25
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Activities [© X-terminal-emulator ~

int
[ ] H"’Ii
intel@edgesoftware:~/edge insights for fleet$ ./edgesoftware update 5f2!
Please enter the Product Key. The Product Key is contained in the email

Python version: 3.6.9

Connected to the Internet

Successfully validated Product Key

All dependencies met

Package Name: Edge Insights for Fleet 2021.2
Product Name: Intel(R) Client Systems NUC7i7BNH
CPU SKU: Intel(R) Core(TM) 17-7567U CPU @ 3.50GHz
Memory Size: 32 GB

Operating System: Ubuntu 18.04.5 LTS

Kernel Version: 4.15.0-154-generlc

Accelerator: None

CPU Utilization: 20.0¢%

Avalilable Disk Space: 30 GB

Downloading component Docker Community Edition CE
Module validation passed for 5f21392e9e63c9002a6fd88d
Downloading component Docker Compose

Module validation passed for 5f213aae9e63c9002a6fd88e

Downloading modules completed...
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Export the Package for Installation

The edgesoftware CLI lets you package the installed modules, customer applications, and dependencies as
part of a package. The export is provided in a . zip file that includes installation scripts, XML files, and an

edgesoftware Python* executable.
Command:

./edgesoftware export

Uninstall the Packages
The edgesoftware CLI lets you uninstall the complete package or individual components from the package.

To uninstall an individual package, run the following command:
./edgesoftware uninstall <MODULE ID>
To uninstall all the packages, run the following command:

./edgesoftware uninstall -a

NOTE This command will not uninstall Docker* Compose and Docker Community Edition CE.

27
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Activities [ X-terminal-emulator ~

. int
['701e69b4200e', '2.4.2', 'ia imagestore']
701e69b4200e
['f36fc23ffla0', '2.4.2', 'ia factoryctrl app']
f36fc23fflabd
['316fh490b6e6', '2.4.2', 'ia etcd ui']
316Tb490b6eb
['372c2la35el12', '2.4.2', 'la els zmg broker']
372c21la35el2
[ 'd406ae3f36d7', '2.4.2', 'ia azure simple subscriber']
d406ae3f36d7
['19fcc801490d', '2.4.2', 'lia eis azure bridge']
ﬁrLfDHliﬁﬂd
['14268137ca9l', '2.4.2', 'la openvino base']
1 14268137ca9l
[ 'OeaBbbe9f9c3', '2.4.2', 'la video common']
Oea8b0e919c3
['59f9bdcc25a5', '2.4.2', 'la common']
5919bdcc25a5
[ '6e2fe991a95f', '2.4.2', 'ia eisbase']
6e2fe991a957f
['cal9c6eb38da', '2.4.2', 'ia etcd provision']
cal9cbeb38da
['38edf939dflf', '2.4.2', 'la etcd']
38edf939df1f
Removing Images [t it
Removing Volumes [ saimnnid Svamas soivs
Removing Networks E i s e R
Removing Edge Insights Industrial User F o we s s e R
Removing Edge Insights Industrial directory I A L PR

Successfully uninstalled eii install

Uninstall Finished

o e e S e e S| B i e
| Id |
fressssssnssnssssnsnsnsnnnnn S
| 5faced4l098alef002at292fd |

| 5f213aae9e63c9002a6fd88e |

| S2130%e0eR2r0R007aBfARRA | Dncker

er took 1 minutes 38.09 seconds

ell installer SUCCESS
Docker Compose NOT SUPPORTEL
CommiinitTy Fadit MOT SIIPPORTET

inn CE
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Set Up Windows* Subsystem for Linux* (Optional)

You can use the Windows* Subsystem for Linux* (WSL) if you don’t want to install a standalone Ubuntu*

machine.
Prerequisites
e Minimum Windows 10 is required.

To check your windows version, press the Windows logo key + R. Type winver and select OK.
e You must have at least 40 GB storage available.

Procedure

e If your Windows 10 version is older than 2004, you must do the first 5 steps in this Microsoft* guide
before continuing:

https://docs.microsoft.com/en-us/windows/wsl/install-manual

Then continue with the steps below.
e If your version is 2004 (Build 19041) or higher, perform the steps below.

1. Open Windows PowerShell*.
2. Run the following command to install the Ubuntu 20.04 distribution:

wsl --install -d Ubuntu-20.04

As a result, Ubuntu 20.04 will start and in a few minutes a pop-up window will ask you for username

and password. After the install ends, the pop-up window is a Ubuntu 20.04 terminal.

You must follow the instructions in the order shown to complete the installation successfully.
3. If your machine is behind a proxy network, make sure you set proxies for apt and for the system.
your machine is not behind a proxy, you can skip this step.

If

NOTE Replace the http/https links and ports in the commands presented below with your proxies links

and ports.

a. Set up apt proxies:

sudo touch /etc/apt/apt.conf.d/proxy.conf
sudo echo "Acquire::http::proxy \"http://http proxy link:http proxy port/\";" | sudo tee -
a /etc/apt/apt.conf.d/proxy.conf
sudo echo "Acquire::https::proxy \"http://https proxy link:https proxy port/\";" | sudo tee -
a /etc/apt/apt.conf.d/proxy.conf
b. Add your proxy settings to ~/.bashrc and to /etc/environment as well for http, https and
NO_proxy.

http proxy=http://<http proxy link>:<http proxy port>
https proxy=http://<https proxy link>:<https proxy port>
no_proxy=localhost,127.0.0.1/8, hostIp

C. Reboot from the Windows PowerShell by using the following steps:

a. Open another Windows PowerShell as administrator and run the following command:

Get-Service LxssManager | Restart-Service
b. In the user Windows PowerShell, run the following command to relaunch Ubuntu:

wsl -d Ubuntu-20.04
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c. At this point, Windows PowerShell will give access to Ubuntu and the prompt should look like
this:

user@<hostname>:/mnt/c/Users/User
4. Update your Ubuntu distribution with the command:

sudo apt-get update && sudo apt-get upgrade -y
5. Install git and apply systemctl required changes:

sudo apt-get install git
git clone https://github.com/DamionGans/ubuntu-wsl2-systemd-script
cd ubuntu-wsl2-systemd-script
sudo ./ubuntu-wsl2-systemd-script.sh
6. Install terminator to have it as default terminal:

sudo apt-get install terminator

7. Set up Windows RDP in order to cover the Reference Implementation prerequisites where you need
GUI.

a. Install xfce with the command:

sudo apt-get install -y xfced xfced-goodies
b. Install xrdp with the command:

sudo apt-get install -y xrdp
C. Configure xrdp with the following commands:

a. Comment the last two lines, add startxfce4 at the end of the following file, and save:

sudo nano /etc/xrdp/startwm.sh
b. Copy the original ini file as bak format:

sudo cp /etc/xrdp/xrdp.ini /etc/xrdp/xrdp.ini.bak
c. Change the xrdp port to not have a conflict with Windows OS port and complete configuration
by running the following commands:

sudo sed -i 's/3389/3390/g' /etc/xrdp/xrdp.ini

sudo sed -i 's/max bpp=32/#max bpp=32\nmax bpp=128/g' /etc/xrdp/xrdp.ini

sudo sed -1 's/xserverbpp=24/#xserverbpp=24\nxserverbpp=128/g' /etc/xrdp/xrdp.ini
echo xfced-session > ~/.xsession

d. Enable xrdp

sudo systemctl start xrdp
sudo /etc/init.d/dbus start
sudo /etc/init.d/xrdp start
8. Install missing component with the command:

sudo apt-get install -y zenity
9. Open Remote Desktop Connection Windows application and type localhost:3390 for "Computer” and
connect. Login with the username and password from step 1.
10. After login, click on Use Default Config.
11. Set up for Reference Implementations.

a. Run source /etc/environment if you are behind a proxy.
b. Install your preferred browser. This example uses Firefox*.

sudo apt-get install -y firefox
C. Create a Docker group and add your user to the group with the commands:

sudo groupadd docker
sudo usermod -aG docker SUSER

d. Log out and reconnect via the Remote Desktop Connection Windows application.
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12. Open a terminal and start a web browser in the background. This example uses Firefox.
a. Enter the command:

firefox &
b. Open the <RI link>.
C. Download the recommended archive.
d. In the terminal, run the command:

cp <archive> ~/
e. Unzip the archive and install.

NOTE To delete the distro, use the command:

wsl --unregister Ubuntu-20.04

Known Limitations

1. If you receive the Docker error toomanyrequests, you may need to create an account for Docker Hub.
After that, login using your credentials:

sudo docker login
2. GPU and VPU are not available in WSL. The RI can be launched only on CPU.
3. Disable screen lock on WSL to avoid lockup:

gsettings set org.gnome.desktop.screensaver lock-enabled false

Reference Implementations

By following this guide, you tried a few commands to familiarize yourself with the features of the
edgesoftware CLI.

To run your first inference application using Edge Insights for Fleet, try one of these reference
implementations:

Vehicle Event Recording

Driver Behavior Analytics

Cargo Management

Public Transit Analytics

Automated License Plate Recognition
Address Recognition and Analytics
Work Zone Analytics

Road Sign Detection and Classification

Set Up ThingsBoard* Cloud Data

To access the cloud data feature, you need to create a cloud ThingsBoard* server using your AWS Elastic
Compute Cloud version 2 Instance machine that will provide the possibility to have application monitoring
dashboard.

The reference implementations can connect with the ThingsBoard service to send data such as alerts,
Driver’s drowsiness, driver name or driving mode.

If you have done the AWS S3 Bucket setup you will be able to see and play the videos uploaded by the
Reference Implementation.
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At the end of the setup you will have Thingsboard_Access_Token, Thingsboard_link_or_ip and
Thingsboard_port to be used on on your Edge Insights for Fleet Reference Implementation Cloud Data -
Configuration.

To enable this feature you will need to install the package on your machine or on local area network machine.

Set up AWS EC2 Instance

1. Login on the AWS console and search the EC2 service:

Features (36)
Documentation (238, 585)

Knowledge Articles (30)

2. Click on the Launch instances button to create a new EC2 instance:

3. Search and select an instance with Ubuntu 20.04:
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4.

Recents Quick Start
Amazon Ubuntu Windows Fed Hat SUSE Linux Q
Linux

EWE}F ubuntu® || 8% Microsoft || Jfl} RedHat ﬁ

Amazon Machine Image (AMI)

Browse more AMIs

Including AMIs from
AWS, Marketplace and
the Community

Ubuntu Server 20.04 LTS (HVM], 55D Yolume Type

ami-Oc4f70238470b90238 (64-bit (x86)) / ami-0d70a59d7191aB079 (64-bit (Arm))
Virtualization: bvm ENA enabled: true Root device type: ebs

Free tier eligible
v

Description

Canonical, Ubuntu, 20.04 LTS, amdé4 focal image build on 2022-04-19

Architecture AMIID

64-bit (x86) v | ami-0c4f7023847b90238

Select an instance with 2GB RAM:
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1 Choose AM| 2. Choose Instance Type 3. Conligure Instance 4. Add S1orage

Step 2: Choose an Instance Type

Amazon EC2 provides a wide selection of instance types optimized to fit different u
appropriate mix of resources for your applications. Learn more about instance type

Filter by:  All instance families « Current generation ~ Show/H

Currently selected: t2.small (- ECUs, 1 vCPUs, 2.5 GHz, -, 2 GIB memory, EBS

Note: The vendor recommends using a m5.large instance (or larger) for the best

Family . Type .
12 2.nano
2 L2.micro

Free tier ehgible

s 2 12.small

5. Enable auto-assign public IP:
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1. Choose AM| 2. Choose Instance Type

3. Configure Instance

4, Add Stora

Step 3: Configure Instance Details

Configure the instance 1o suit your requirements. You can launch multiple instanc

Mumber of instances

Purchasing option

Network

Subnet

Auto-assign Public IP

Placement group
Capacity Reservation
Domain join directory

IAM role

Shutdown behavior

Stop - Hibernate behavior
Enable termination protection

Monitoring

Tenancy

[J Request Spot instances

| (default)

|_'Nn preference (default subn

| Enable

[} Add instance to placemen

| Open

| No directory

| None

| Stop

[} Enable hibernation as an

[J Protect against accidental

Enable CloudWatch detail
Additional charges apply.

| Shared - Run a shared hard

A AIET e el e e e
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6.

7.

Assign a storage size:

1. Choose AM| 2. Choose Instance Type 3. Configure Instance 4. Add Storag

Step 4: Add Storage

Your instance will be launched with the following storage device settings. You car
the settings of the root volume. You can also attach additional EBS volumes after

options in Amazon EC2.

Volume Type () Device || Snapshot (|

Root /dev/sdal

Add New Volume

Free tier eligible customers can get up to 30 GB of EBS General Purpose (S
usage restrictions.

Configure a security group and add port 8080 TCP in Inbound Rules in the Security Group of cloud
instance. It can also be configured when the instance is created.
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1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage

Step 6: Configure Security Group
A security group Is a set of firewall rules that control the traffic for your instance. C
unrestricted access to the HTTP and HTTPS ports. You can create a new securit

Assign a security group: ) Create a new security group

® Select an existing security gr

Review the instance and launch it:

-

Cancel Previous Launch

vacy Policy Terms of Use Cookie preferences

Download your access file. Save it on your working environment with the name access.pem. It will not
be possible to download it later.
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Select an existing key pair or create a new key p:

A key pair consists of a public key that AWS stores, and a private key file tha
allow you to connect to your instance securely. For Windows AMIs, the private |
obtain the password used to log into your instance. For Linux AMIs, the private
securely SSH into your instance. Amazon EC2 supports ED25519 and RSA ke

Note: The selected key pair will be added to the set of keys authorized for this |
about removing existing key pairs from a public AMI.

| Choose an existing key pair
Select a key pair
| RSA

B2 | acknowledge that | have access to the corresponding private key file,
file, | won't be able to log into my instance.

Cancel

10. After a few minutes, the instance will be generated.

Go back to the EC2 panel. The instance state will be Running.
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%5, Services w

@ New EC2 Experience Instances (2) info
Tell us what you think
Q,

ECZ2 Dashboard

EC2 Global View Instance state: running ‘ ‘ Clear filters
nvents Name v Instance ID Instance
Lo CloudDashboard @ Runn

Installation

1. Connect to the AWS EC2 instance using ssh and the key you have saved:

ssh -1 "your key.pem" ubuntu@your ec2 instance dns_link
2. Configure the Ubuntu machine by running the following commands:

sudo apt-get update && sudo apt-get upgrade
3. Install Docker and Docker Compose.

e Get gpg key for docker binaries and add the apt repository to your apt source list.

curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo gpg --dearmor-o/usr/share/
keyrings/docker-archive-keyring.gpg

echo "deb [arch=$ (dpkg --print-architecture) signed-by=/usr/share/keyrings/docker-archive-
keyring.gpg] https://download.docker.com/linux/ubuntu $(lsb_release -cs) stable" | sudo
tee /etc/apt/sources.list.d/docker.list > /dev/null

sudo apt-get update && sudo apt-get install docker-ce docker-ce-cli containerd.io docker-compose-
plugin
4. From the ssh terminal window, create a folder called thingsboard:

mkdir thingsboard
5. Change directory to thingsboard:

cd thingsboard
6. Using your preferred file editor, create a file called docker-compose.yml and add the following
contents:

version: '2.2'
services:
mytb:
restart: always
image: "thingsboard/tb-postgres"
ports:
- "8080:9090"
- "1883:1883"
- "31000:7070"
- "5683-5688:5683-5688/udp"
- "31001:5432"
environment:
TB QUEUE TYPE: in-memory

39



1 Edge Insights for Fleet

SSL_ENABLED: "true"
SSL CREDENTIALS TYPE: "PEM"
SSL _PEM CERT: /config/server.pem
SSL_PEM KEY: /config/server key.pem
SSL_PEM KEY PASSWORD: secret
volumes:
- ~/.mytb-data:/data
- ~/.mytb-logs:/var/log/thingsboard
- ~/.mytb-config:/config
7. Create folders for the ThingsBoard database and logs:

mkdir ~/.mytb-data
mkdir ~/.mytb-logs
mkdir ~/.mytb-config
8. Change user and group permissions to let ThingsBoard access those two folders:

sudo chown 799:799 ~/.mytb-data
sudo chown 799:799 ~/.mytb-logs
sudo chown 799:799 ~/.mytb-config
9. Generate self-signed certificates to enable the ThingsBoard https feature:

# Generate Certificate

openssl ecparam -out server key.pem -name prime256vl -genkey

# Generate the key for the certificate

openssl req -new -key server key.pem -x509 -nodes -days 365 -out server.pem
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cpa -out server_key. pem prime256vl -genkey
! req -new -key server_key. pem - 9 —-nodes -days 365 -out
are about to be asked to enter information that will be incorporated

into your certificare request.

what you are about to enter is what 15 called a Distinguished mMame or a DN.

There are quite a few fields but you can leave some blank

For some fields there will be a default value,

If you enter '.', the field will be left blank.

YOl

country Name (2 Tletter code) [Au]:us
state or Province Name (full name) [Some-State]:ca
Locality Name (eg, city) []:ca
organization Name (eg, company) [Internet widgits Pty Ltd]:Your_oOrg
organizational unit Name (eg, section) []:Y0
b

Email th@your_org. com

Addres:

=¥
- ol
~/Tes5Ty
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10. Copy the files to the .mytb-config folder:

sudo cp server*.pem ~/.mytb-config/
11. Pull the Docker Hub image with the command: (If your user is not in a Docker group, use sudo in the
command.)

docker-compose -f docker-compose.yml pull
12. Start the ThingsBoard server with the command:

docker-compose -f docker-compose.yml up -d
13. In about 2-3 minutes, you should be able to access the ThingsBoard page.

a. Go to your preferred browser and access: https://<aws_ec2 dns>:8080/login

b. Due to the self-signed certificate, a warning will occur from your preferred browser. Click on
Advanced and click to view certificate. Download it locally and accept the connection.

c. Copy the downloaded certificate to Edge Insights for Fleet local storage using the following
command:

sudo cp <your pem file>.pem /opt/intel/eii/local storage/server pub tb.pem
d. Log in with the default user and password set up by the public Docker image:

User: tenant@thingsboard.org
Password: tenant

EE O
Qo
a | B

o
g

ThingsBoard* Cloud Setup
Devices and device profile setup:

1. First we need to create the Device and Device Profile.
2. Open the Devices tab from the main page or from the list on the left.
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-
& = B o om ® @

Click on + and then click on Add new device.
A pop-up window with Add new device title is displayed.
If this is the first device, select Create new device profile.

Enter the Device name using the format Vvehicle <Name>, where <Name> is user-defined.

NOTE Make sure that the Device profile name includes fleet, for example: fleetl or fleet.
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Rule chains

Device profiles
OTA updates
Entity Views
Edge instances

Edge management

Widgets Library

Dashboards

Version control

Audit Logs

Api Usage

ayslem =etungs

glololclaleololalo

2022-07-21 16:584
202207-21 15474

2022-07-21 15:24'8

2022-07-21 15212

2022-07-21 15:10:4
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2022-07-2113:593

-

Add new device

o Device details 9 ;

Vehicle X

(O select existing device profile

(@) Create new device profile fleet]
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6. Click on Credentials to open the Credentials tab.

7. Click on Add credentials options.

8. Set up a token for this device. Save this token to use on the Reference Implementations you have
installed on the Cloud Data -> Configuration tab.

9. Click on Add to finish.

NOTE If you want to have multiple Vehicle devices for Edge Insights for Fleet Reference
Implementations, you just need to create a new one, assign the fleet device profile to it and set an
access token.

Create your ThingsBoard* Environment
This setup will provide the steps to import the templates required for your ThingsBoard Cloud Setup.

If you have the AWS* Cloud Storage setup, you should complete the Cloud Data -> Configuration in order
to have your Thingsboard Server connected with AWS. This allows access to multimedia files (videos or
snapshots) uploaded by the Reference Implementation on your AWS S3 Bucket server.

1. Open the Rule Chains page from the main page or from the list on the left.
2. Click on + and select Import rule chain.

3. A pop-up window will appear to drop the json file or click to select the file.
4. Click on the area and in your installation folder, go to the following path:

<install path>/<package name>/<package name><version>/<use case folder>/src/Dashboard/imports/
For example:

/home/intel/driver behavior analytics/Driver Behavior Analytics 2021.4/Driver Behavior Analytics/
EII—DriverBehavioriUseCase/grc/Dashboard/impgrts/ N - - -

5. Select the 1-RuleChain.json file and click on the Import button.

6. Click on the Verified mark button to acknowledge the rule chain.
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ﬁ ThingsBoard | Rule chain x +
= test_syeq about_m. I Spegal Characters ‘ Benchmark Progrs _J' Test Plarz 11781 D.. e Metwork Bandwidth...

% ThingsBoard ¢ Rule chains > < Intel Root Rule Chain

A Home Q_ Search nodes p

¢+ Rule chains = Filter -

Customers

[:I = chech alarm status
Assets :

Devices () = check existence fields

Device profiles () = check retation

OTA updates

5 2t abe ade &
g
g

C} = gps geofencing filter

Entity Views .
(C) = message type
Edge instances '

0 W

= message type switch
Edge management C]

| |
Widgets Library (O = originator type (l:j
Deshtiourds O = originator type switch ¢

Version control : _'|
() = script q:j
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7. Click on the Widgets Library tab button.

8. Click on + and select Import widgets bundle.

9. A pop-up window will appear to drop the json file or click to select the file.
10. Click on the area and in your installation folder, go to the following path:

<install path>/<package name>/<package name><version>/<use case folder>/src/Dashboard/imports/
For example:

/home/intel/driver behavior analytics/Driver Behavior Analytics 2021.4/Driver Behavior Analytics/
EII-DriverBehavior-UseCase/src/Dashboard/imports/
11. Select the 2-WidgetsA-intel fleet widgets.json file and click on the Import button.
12. Select the 3-WidgetsB-intel manageability widgets new 3 x version.Jjson file and click on
the Import button.
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¥¥ ThingsBoard | Widgets Bundles X e

< C 0 A Notsecurs | hitos N /115 - b Ur s 7

= test syeq about_ m I Special Characters ‘ Benchmark Progra.. _':l Test Plam: 11781: D... @ Network Bandwidth., |

% ThingsBoard a8 Widgets Bundles
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13. Open the Dashboards page from the main page or from the list on the left.
14. Click on + and select Import Dashboard.

15. A pop-up window will appear to drop the json file or click to select the file.
16. Click on the area and in your installation folder, go to the following path:

<install path>/<package name>/<package name><version>/<use case folder>/src/webui/templates
For example:

/home/intel/driver behavior analytics/Driver Behavior Analytics 2021.3/Driver Behavior Analytics/
EII-DriverBehavior-UseCase/src/webui/templates/ N - - -

17. Select the 5-Dashboard-v2.json file and click on the Import button.

18. The Intel Fleet Manager Dashboard should be visible on your dashboards list.

19. To open a dashboard, click on the following icon:

20. Your dashboard should automatically map the vehicle device you have previously created. To activate
the Reference Implementation monitoring, you will need to complete the Cloud Data ->
Configuration and Run the Use Case.
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21.

On the dashboard, click on the device you configured for your Reference Implementation.

For example, if you added the Vehicle A access token to your RI and you started the use case, then
click on Vehicle A inside the dashboard in order to open the vehicle page that will provide the
detection data and the simulated data live.
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Troubleshooting

If you don’t have access to the ThingsBoard web page, you may need to change the port forwarding inside
the docker-compose.yml file.

Follow these steps:
1. Run the following command to stop ThingsBoard server:

docker-compose -f docker-compose.yml down
2. Modify the docker-compose.yml file with your port forwarding setup. The left side ports are used on
your host.

- "8080:9090"

- "1883:1883"

- "7070:7070"

- "5683-5688:5683-5688/udp"
- "30000:5432"

For example, if port 8080 is blocked, your new port forwarding configuration for this port could be:
- "30300:9090"

The server will access 8080 port inside the Docker container and it will forward the data to port 30300
on your host machine.
3. Save the file and re-run the command to start the server:

docker-compose -f docker-compose.yml up -d

Set Up Amazon Web Services* Cloud Storage

To enable Cloud Storage on the installed Reference Implementation, you will need Amazon Web Services*
(AWS*) paid/free subscription to enable your root user account that has to support the following services:

e Identity and Access Management (IAM)
e Amazon S3 Bucket

After finishing the setup for IAM and S3, you will have your AWS_ACCESS_KEY, AWS_SECRET_ACCESS_KEY
and AWS_S3_BUCKET_NAME to be used on your Edge Insights for Fleet Reference Implementation Cloud
Data - Configuration.

References

e AWS IAM Official Documentation
e AWS IAM Create and Setup Official documentation

Setup Steps

1. From your AWS management console, search for IAM and open the IAM Dashboard.
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2. On the left menu of the dashboard, go to Access management and click on Users to open the IAM
Users tab.

3. From the IAM users tab, click on Add User to access the AWS add user setup.
4. On the first tab, provide the username and select the AWS credentials type to be Access key.

5. On the second tab, create a group to attach policies for the new IAM user.

a. Search for S3 and select AmazonS3FullAccess policy.
b. Click on Create group.
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6. Select the group you have created and click on Next: Tags.

7. Tags are optional. If you don’t want to add tags, you can continue to the Review tab by clicking on
Next: Review.

8. After review, you can click on the Create User button.

9. On this page, you have access to AWS Key and AWS Secret Access key. (Click on Show to view them.)

a. Save both of them to be used later on your Cloud Data - Configuration on the Edge Insights for
Fleet Reference Implementation you have installed.

NOTE The AWS Secret Key is visible only on this page, you cannot get the key in another way.

b. If you forget to save the AWS Secret Key, you can delete the old one and create another key.

10. After you have saved the keys, close the tab. You are returned to the IAM Dashboard page.
11. Click on the user created and save the User ARN to be used on S3 bucket setup.

NOTE In case you forgot to save the AWS Secret key from the User tab, you can select Security
Credentials, delete the Access Key and create another one.

S3 Bucket
S3 bucket service offers cloud storage to be used on cloud based applications.

S3 Bucket Service setup

55



1 Edge Insights for Fleet

Open the Amazon Management Console and search for Amazon S3.
Click on S3 to open the AWS S3 Bucket dashboard.

On the left side menu, click on Buckets.
Click on the Create Bucket button to open the Create Bucket dashboard.
Enter a name for your bucket and select your preferred region.

— R e s N Rl

Scroll down and click on Create Bucket.

From the S3 Bucket Dashboard, click on the newly created bucket and go to the Permissions tab.
Scroll to Bucket Policy and click on Edit to add a new statement in statements tab that is already
created to deny all the uploads.
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9. You must add a comma before adding the following information.

"Sid": "<Statement name>",

"Effect": "Allow",

"Principal": {
"AWS": "<User ARN Saved>"

}l

"Action": "s3:*",

"Resource": [
"arn:aws:s3:::<bucket name>",
"arn:aws:s3:::<bucket name>/*"

a. Update with the following statement with statement name, your user ARN saved at IAM setup -
step 11 and your bucket name.

b. Click on Save changes. If the change is successful, you will see a success saved message,
otherwise you need to re-analyze the json file to fix the error.

Update an Application-Over-The-Air

Application-Over-The-Air (AOTA) updates enable cloud to edge manageability of application services
running on Edge Insights for Fleet (EIF) enabled systems through the Device Manageability component.
Device Manageability is a Device Manageability Software which includes SOTA, FOTA, AOTA, and few system
operations.

For EIF use case, only AOTA features from Device Manageability are validated and will be supported through
ThingsBoard* cloud-based management front-end service.

The following section will walk you through setting up ThingsBoard*, creating and establishing connectivity
with the target systems, as well as updating applications on those systems.

NOTE Device manageability was previously named Turtle Creek. Remnants of the previous name still
exists in some components. The name replacement is ongoing and will be completed in future
releases.

Install Device Manageability Functionality

You need 2 hosts to run AOTA. One host is the server on which an EIF Reference Implementation will be
installed, and one host is the worker on which the Reference Implementation will be deployed through AOTA
for execution.

In this guide, the server host will be referred to as Server and the worker host will be referred to as Worker.

Similarly, $SBUILD PATH refers to the build ingredients directory of EIF where most of the commands will be
executed. The value is: /opt/intel/eif/IEdgelInsights/build/

Server Prerequisites

1. Refer to Requirements for the hardware requirements.
2. Ubuntu* 20.04 LTS
3. One of the EIF Reference Implementations is installed.

Worker Prerequisites

1. Refer to Reference Implementations for the specific hardware requirements for the worker host.
2. Ubuntu* 20.04 LTS

57



1 Edge Insights for Fleet

3. Install the latest Docker cli/Docker daemon by following sections Install using the repository and
Install Docker Engine at: https://docs.docker.com/engine/install/ubuntu/#install-using-the-
repository

Run Docker without sudo following the Manage Docker as a non-root user instructions at: https://
docs.docker.com/engine/install/linux-postinstall/.

4. If your Worker is running behind a HTTP/S proxy server, perform these steps. If not, you can skip this
step.

a. Configure proxy settings for the Docker* client to connect to internet and for containers to access
the internet by following the details at: https://docs.docker.com/network/proxy/.
b. Configure proxy settings for the Docker* daemon by following the steps at: https://
docs.docker.com/config/daemon/systemd/#httphttps-proxy.
5. Install the docker-compose tool by following the steps at: https://docs.docker.com/compose/install/
#install-compose.

All Device Manageability devices can be controlled using a correctly set up cloud service application. Follow
the steps below to install Device Manageability on Worker:

1. Go to the manageability folder on the Server, create an archive with the contents, copy the archive on
the Worker, unzip it, and run the commands:

sudo chmod 775 install-tc.sh
sudo ./install-tc.sh

NOTE The manageability folder should be $BUILD PATH/../../manageability/ for an EIF
Reference Implementation.

N

After reading all the licenses, press g once to finish.
3. Accept the License by typing Y

After installation is complete, you should see terminal output similar to the following:
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4. Once Device Manageability has been installed successfully, edit the /etc/intel manageability.conf
file and update the required values.

sudo vi /etc/intel manageability.conf
a. Under the <all> </all> section, change dbs from ON to OFF.

DBS stands for Docker* Bench Security. This feature of Device Manageability is not used for EIF.
i

b. Add the IP endpoint for the developer files to the trustedRepositories:

<trustedRepositories>
http://[Server IP]:5003
</trustedRepositories
C. Save and exit. You must restart the Worker before these changes can take effect.

Multi-Node Deployment

EIF deployment on multiple nodes requires the use of the Docker* registry. The following sections outline
some of the commands to be run on the Server and on any newly added Workers.

Execute the following steps on the Server.
Configure Docker* Registry
1. Launch the local Docker* registry:

docker run -d -p 5002:5000 --name registry --restart unless-stopped registry:2
2. Configure the Docker* daemon to allow pushing images to the local Docker* registry:

a. Editthe /etc/docker/daemon. json file:

sudo vi /etc/docker/daemon.json
b. Add the following lines:

“insecure-registries”: [“<Server IP>:5002"]



1 Edge Insights for Fleet

C. Restart the Docker service to reload the change:

sudo service docker restart
3. Update the Docker* registry URL in the DOCKER_REGISTRY variable, with the [Server IP]:5002/
value:

sudo vi $BUILD PATH/.env
4. Identify the images that need to be tagged:

cat docker-compose-push.yml | grep container name
5. Identify the version of the Docker* images:

docker images | grep <docker image from above command>
6. Tag each image with the following command:

docker tag <docker image>:<version> [Server IP]:5002/<docker image>:<version>

7. Push the Reference Implementation images to the registry:
docker-compose -f docker-compose-push.yml push

Configure ETCD

1. Update the ETCD HOST variable with the IP of Worker in the .env file:
sudo vi $BUILD PATH/.env

Generate the AOTA bundle for Deployment

1. Identify the list of services that need to be configured:

cat config all.yml | grep ia_
cd $BUILD PATH/deploy/
2. Edit the mgr.json file and replace the include service list with ia_configmgr agent:

sudo cp config.json mgr.json
sudo vi mgr.json
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3. Editthe eif.json file and replace the include service list with the list got above, but skip
ia configmgr agent from the list:

sudo cp config.json eif.json
sudo vi eif.json
4. Generate the mgr archive that will be used to launch the Config Manager Agent:

sudo mkdir mgr
sudo cp ../eii config.json mgr/
sudo python3 generate eii bundle.py -t mgr -c mgr.json
5. Generate the eif archive that will be used to launch AOTA:

sudo mkdir eif
sudo cp ../eii config.json eif/
sudo python3 generate eii bundle.py -t eif -c eif.json

NOTE These commands will generate mgr.tar.gz and eif.tar.gz archives. Save these archives.
They will be served through a Python* HTTP server and ThingsBoard* to the Worker to launch AOTA.

Cloud Service: ThingsBoard* Setup

Follow these instructions to set up ThingsBoard on the Server. It is possible to set up ThingsBoard on a
different host, even one that is not part of the cluster, however, this tutorial describes how to deploy it on the
AWS.

1. Follow the Installation section of Set Up ThingsBoard Cloud Data.

NOTE ThingsBoard* can also be set up on a local host if AWS is not a viable option.

2. On the ThingsBoard* page, go to Devices. On the device list, click on the shield icon to find out the
credentials of a device:
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3. Save the credentials for Worker provisioning. In this dialog you have the option to add a custom Access

Token instead of using the provided one. Do not forget to click the Save button if you modify the
Access Token.

Device Credentials

Access token -

N

qQi4gma4iuvoYdzEvQiMf

Cancel

Worker Provisioning

With the Server and the Cloud Service set up, in this section you will set up the Worker. All the steps and
commands in this section must be executed on the Worker.

Docker* Provisioning

1. Configure the Docker* daemon to allow pulling images from Server:

a. Editthe /etc/docker/daemon. json file:

sudo vi /etc/docker/daemon.json
b. Add the following lines:

“insecure-registries”: [“<Server IP>:5002"]

c. Restart the Docker service to reload the change:
sudo service docker restart

ThingsBoard* Provisioning
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1. Add the DISPLAY variable to the /etc/environment file.
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¥ Applications [] intel@edgesoftware - W...

|
intel@edgesoftware manageability$ cat /Jetc/environment

DISPLAY=:08.0

PATH="/usr/local/sbin: fusr/local/bin:/usr/sbin: /fusr/bin:/sbin:/bin: /usr/game
HTTP PROXY=httg
HTTPS PROXY=http:/
https proxy=http:/
http proxy=http://
no proxy=localhost
HTTPS PROXY=http:/

0 !.:!'."I'-"_I|r_ -‘.-.. f i

intel@edgesoftware manageabilitys
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Update the value according to your environment.
2. Launch the provisioning binary:

sudo PROVISION TPM=auto provision-tc
3. If the Worker was previously provisioned, the following message will appear. To override the previous
cloud configuration, enter v.
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B Applications [] intel@edgesoftware - W...
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Select ThingsBoard* as the cloud service by entering 3 and Enter.

Provide the IP of the Server:

When asked for the server port, press Enter to use the default value 1883.

When asked about provision type, choose Token Authentication.

Enter the device token extracted in the Cloud Service: ThingsBoard* Setup section.
When asked about Configure TLS, enter N.

0. When asked about signature checks for OTA packages, enter N.

BOONGO W
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@ Applications [] intel@edgesoftware - W...
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Do yvou wish to
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The script will start the Intel® Manageability Services. When the script finishes, you will be able to
interact with the device via the ThingsBoard* dashboard.

If at any time the cloud service configuration needs to be changed or updated, you must run the provisioning
script again.

Configure Reference Implementation
1. Create the necessary folders and files for the Reference Implementation configuration:

sudo mkdir -p /opt/intel/eii/local storage
sudo touch /opt/intel/eii/local storage/credentials.env
sudo touch /opt/intel/eii/local storage/cloud dashboard.env
sudo mkdir /opt/intel/eii/local storage/saved images
sudo mkdir /opt/intel/eii/local storage/saved videos
sudo mkdir /opt/intel/eii/local storage/alert logs
2. Add the AWS* cloud credentials and ThingsBoard* credentials into credentials.env and
cloud dashboard.env, created above. These are the credentials that you would usually add into the

Configuration page of the webpage of the Reference Implementation:

AWS ACCESS_KEY_ID
AWS SECRET_ACCESS_KEY

AWS_S3 BUCKET NAME

THINGSBOARD ACCESS_TOKEN
THINGSBOARD_SERVER_LINK_OR_IP

THINGSBOARD_PORT

B Save Token ELLLaS

a. Inthe /opt/intel/eii/local storage/credentials.env file, add the following variables
along with the values you would’ve added in the webpage for AWS* credentials:

AWS_ACCESS_KEY=
AWS_SECRET ACCESS_KEY=
AWS_BUCKET NAME=

70



Edge Insights for Fleet 1

b. (Optional) In the /opt/intel/eii/local storage/cloud dashboard.env file, add the
following variables along with the values you would've added in the webpage for ThingsBoard*
credentials:

HOST=
PORT=
ACCESS_TOKEN=

This step is optional. It must be executed if you wish to continue receiving updates in the cloud
dashboard and have the Reference Implementation save the events on AWS* storage.
3. Add the ThingsBoard* public certificate, used when setting ThingsBoard* up, to /opt/intel/eii/
local storage with the command:

cp server.pem /opt/intel/eii/local storage/server pub tb.pem

Perform AOTA

In the Multi-Node Deployment section you created the AOTA mgr.tar.gz and eif.tar.gz bundles.

On the Server, go to the path where those files are located, and, for development purposes only, launch a
Python* HTTP server:

python3 -m http.server 5003
1. Go to ThingsBoard* page, Dashboard, and select Intel Fleet Manager v2.0:
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Activities t) Firefox Web Browser =
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Dashboards

Audit Logs

Api Usage

System Settings




Edge Insights for Fleet 1

2. Select the device that you chose in the Cloud Service: ThingsBoard* Setup section, then click on the
Trigger AOTA button:
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3. Once the Trigger AOTA dialog opens, complete each field per the information below:
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Activities t) Firefox Web Browser =
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App: docker-compose

Command: up

Container Tag: mgr

Fetch: Enter the HTTP server that was set up at the start of this section.
Leave the other sections empty and click on the Send button.

In the step above, the Worker will access the Server through the local HTTP server to fetch the mgr
bundle.

In the device telemetry log, you can see that mgr was fetched from the local server and was deployed
successfully:
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4. Click on the Trigger AOTA button again and complete each field per information below:
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App: docker-compose

Command: up

Container Tag: eif

Fetch: Enter the HTTP server that was set up at the start of this section.
Leave the other sections empty and click on the Send button.

In the step above, the Worker will access the Server through the local HTTP server to fetch the eif
bundle.

In the device telemetry log, you can see that eif bundle was fetched from the local server and was
deployed successfully:
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NOTE To stop the application on Worker, trigger the AOTA events again and set Command to down
instead of up.

To verify that the EIF Reference Implementation was successfully deployed on the new node, check the list of
running containers with the command:

docker ps

The output will be similar to the following snapshot:
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“ Applications @ [Ell Visualizer App] ] intel@edgesoftware - W...

=
intel@edgesoftware: provision$ docker pe
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As the Reference Implementation is launched with test videos, which are available only on the Server and are
not deployed on Worker, it will crash on first launch. To fix this, you need to find out what test video needs to
be copied from the Server to the Worker and where.

To find out which video to copy, first identify all the Video Ingestors/Analytics Docker* images that were
launched for the RI with the command above, and for each of them run the following command:

docker logs <container id>

You will see output similar to:
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“ Applications @ [Ell Visualizer App] [] intel@edgesoftware - W...

L 39 - ILTICAL : 15:31:06.535: gst element make fron
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Vd 1T VA PI = | on 1.11.¢
| 1 Fi | En (0] 2n ] E.-= redu ed di Il-;:l
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Fri Fep 18 15:31:06 2022 WARN:qge nfig value:2C J50N doe t taln Key
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To identify the location where these videos need to be copied, run the command for each container as above:
docker inspect -f '{{ .Mounts }}' <container id>

You will see output similar to:
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The name will be different based on the installed Reference Implementation.

The videos were deployed along with the Reference Implementation on the Server. Search for them in the
installation folder and copy them to the folder shown above. Once the videos are in the right place, trigger
AOTA with ‘down’ event and another one with ‘up’ event.

If the Visualizer does not appear, run the following command:
xhost +
Verify Triggered AOTA in Event

Once the AOTA event is triggered, you can verify the log of the triggered call. This can be one of the
verification tasks done during the development phase.

1. Go to Worker and run the following command to see the logs:

journalctl -fu dispatched & journalctl -fu cloudadapter
2. Note the event logs on the ThingsBoard* server show which commands have been run.

If the event log does not appear, follow these steps:

e Change settings from ERROR to DEBUG everywhere in these files:

/etc/intel-manageability/public/dispatcher-agent/logging.ini
/etc/intel-manageability/public/cloudadapter-agent/logging.ini
¢ Run the commands:

sudo systemctl restart dispatcher
sudo systemctl restart cloudadapter

Set Up KnowGo* Simulator and Vehicle Simulator Data

You can use a simulator to prepare the Edge Insights for Fleet and its Reference Implementations to cover a
real world scenario. The simulated data offers an overview on how the reference implementations works with
cloud features while sending and receiving car data such as: speed, location, tire pressure, fuel level and
driving mode.

The package includes two options:

1. KnowGo* Simulator: Offers the possibility to create the injection data manually, while the use case is
running.
2. Pre-recorded data using CSV files: Uses the pre-recorded data from the CSV file in a loop.

Configure KnowGo MQTT Connection

A Data injection option was added on the main web page of the Fleet Reference Implementations. If you
select the KnowGo option after you configure and start the reference implementation, the KnowGo Simulator
will start.

Run the following steps to configure the KnowGo Simulator:

1. Select the Navigation button:

2. Enable MQTT Support.
3. Edit the MQTT Broker by adding localhost:1883
4. Edit the MQTT Topic by adding truck_status
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&  configuration o

Event Logging P
Log generated events
Session Logging

Save session log D

Unauthenticated REST API Access

Event Motification Endpoint Va

KnowGo Backend Support

m

MQTT Support

£Y

MQTT Broker Va

localhost: 1883

truch ook ’

Kafka Support ]
Webhooks ra
API Keys ra
Event Injection -

At this point, both the Reference Implementation Visualizer and ThingsBoard* vehicle page should show
Surveillance Driving mode, and 0 km/h speed.

NOTE The configuration is not persistent. Each time you open the KnowGo* simulator, you have to
reconfigure the MQTT connection.
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KnowGo* Panels Overview

KnowGo Vehicle Controls Panel

Accelerator ‘
Brake .
Steering -—‘

Gear Shift
l-. /I shift up s shiftdown

Switches '@, ? {:}'

Mo driving automation -

This panel contains the following end-user options:

Three sliders to control the accelerator level, brake level and the steering simulation data.
Gear Shift panel that allows you to simulate the gear on which the vehicle is driven.
Switches panel that allows simulation of door lock, wipers and headlamps.

Drop-down list menu for Driving automation.

Start/Stop Vehicle button.

npUNRE

KnowGo Vehicle Information Panel

Based on the options selected on the Vehicle control panel, this panel will show the gear setting, the wipers
setting, the door lock setting and the headlamp settings.
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KnowGo Console

Logs will be printed containing the injected data.

KnowGo Vehicle Stats Panel

VIN: MNBBT1BPXSTAS25555
Odometer: 51825.13 km

Lat: 48.0202, Lng: 11.5848, Heading: 0°
Distance Traveled: 0.00 km

Wehicle Speed: 0.00 km/h

Engine Speed: 0 RPMs

Fuel Consumed:
Fuel Level:

Based on the selections on the Vehicle Controls panel and the application that you run, this panel will print
information such as speed, engine RPM, driving distance, GPS location, fuel level and consumption, a
simulated Vehicle Identification Number (VIN) and the simulated odometer distance.
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Configure KnowGo* Driving Modes

You can enable different driving modes on the KnowGo Simulator that can be used with all of the Edge
Insights for Fleet reference implementations.

The following driving modes are recommended:

1.

2.

5.

Surveillance: Proposed to be used on Address Recognition and Analytics and Work Zone Analytics
Reference Implementations.

Cargo: Proposed to be used on Cargo Management, Address Recognition and Analytics, and Work Zone
Analytics Reference Implementations.

Urban Driving: Proposed to be used on Vehicle Event Recording, Driver Behavior Analytics, Public
Transport Analytics, Automated License Plate Recognition, and Road Sign Detection and Classification
Reference Implementations.

Highway: Proposed to be used on Vehicle Event Recording, Driver Behavior Analytics, Public Transport
Analytics, Automated License Plate Recognition, and Road Sign Detection and Classification Reference
Implementations.

Parking: Proposed for any Reference Implementation, but not for Cargo Management.

Check the instructions below for each driving mode:

Surveillance Mode

Reference e Address Recognition and Analytics
Implementations: e Work Zone Analytics
Settings: e Vehicle Stopped

e Headlamps stopped
e Accelerator - 0

e Gear-0

e Speed-0
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headlamp: off

o

_

|

[2022-09-01 11:57:01] Turning headlamp off

[2022-09-01 11:56:51] Stopping vehicle

[2022-09-01 11:56:50] Event[eventiD=249, autolD=311, driverlD=908, automationLevel
engineSpeed=0.00, vehicleSpeed=0.00, acceleratorPedalPosition=0.0, brakePedalPositi
odometer=17554.69, ignitionStatus=run, fuelLevel=99.99, fuelConsumedSinceRestart=
windshieldwiperstatus=false, latitude=48.020250, longitude=11.584850, bearing=0.0,
[2022-09-01 11:56:49] Event[eventiD=248, autolD=311, driverlD=908, automationLevel
engineSpeed=0.00, vehicleSpeed=0.00, acceleratorPedalPosition=0.0, brakePedalPositi

odometer=17554.69, ignitionStatus=run, fuelLevel=99.99, fuelConsumedSinceRestart=
wiindehialdialimarChabiice—falea lakiFnda—a2 N2N26A lanaiknda—141 SRAQEN haarinn=n N |

Cargo Mode

Reference
Implementations:

Cargo Management
Address Recognition and Analytics
Work Zone Analytics
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Settings:

Vehicle started
Accelerator - 0
Gear -0
Headlamps - on
Door - unlocked

Kno

[2022-09-01 11:55:42] Event[eventiD=181, autolD=311, driveriD=908, auto mationLeve!
engineSpeed=0.00, vehicleSpeed=0.00, acceleratorPedalPosition=0.0, brakePedalPositi
odometer=17554.69, ignitionstatus=run, fuelLevel=95.99, fuelConsumedsSinceRestart=
windshieldwiperstatus=false, latitude=48.020250, longitude=11.584850, bearing=0.0, |
[2022-09-01 11:55:41] Event[eventID=180, autolD=311, driveriD=908, auto mationLeve!
engineSpeed=0.00, vehicleSpeed=0.00, acceleratorPedalPosition=0.0, brakePedalPositi
odometer=17554.69, ignitionstatus=run, fuelLevel=95.99, fuelConsumedsSinceRestart=
windshieldwiperstatus=false, latitude=48.020250, longitude=11.584850, bearing=0.0, |
[2022-09-01 11:55:40] Event[eventiD=179, autolD=311, driveriD=908, auto mationLeve!

anninaCnaad—n NN vahirlaCmnaad—n AN arralaratarbadzlDaciFian—n M hralabDadalBaciki
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Urban Driving Mode

Reference ¢ Vehicle Event Recording
Implementations: e Driver Behavior Analytics
e Public Transport Analytics
e Automated License Plate Recognition
e Road Sign Detection and Classification

Settings: e \Vehicle started
e Accelerator <= 10%
e Gear-1-3
e Headlamps - on
e Door - locked/unlocked
e Speed to be between 5 and 60 km/h on Vehicle Stats panel

96



Edge Insights for Fleet 1

Highway Mode

Reference
Implementations:

Knc

o T [
¥ o -

B e

[2022-09-01 12:04:18] Event[eventiD=628, autolD=311, driveriD=908, automationlLeve
engineSpeed=4095.50, vehicleSpead=50.00, acceleratorPedalPosition=10.), brakePed:
odometer=17558.23, ignitionstatus=run, fuellevel=99.86, fuelConsumedSinceRestart:
windshieldwiperstatus=False, latitude=48.052105, longitude=11.584850, bearing=0.0,
[2022-09-01 12:04:17] MQTT client connected to broker @ localhost:1883,truck_statu
[2022-09-01 12:04:17] Setting Accelerator Pedal to 10%

[2022-09-01 12:04:16] Event[eventiD=626, autolD=311, driveriD=908, automationlLeve
enginespeed=4095.50, vehicleSpead=50.00, acceleratorPedalPosition=20.), brakePed:

odometer=17558.21, ignitionstatus=run, fuelLevel=99.86, fuelConsumedSinceRestart:
windchialdiwimnarSrabitce—Falea lakiFnAdea—Ag AC1000 lAamnaiFndz—419 COARCA haarina—n N

Vehicle Event Recording
Driver Behavior Analytics
Public Transport Analytics
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Settings:

98

Automated License Plate Recognition
Road Sign Detection and Classification

Vehicle started
Accelerator > 10%
Gear - 4-6

Headlamps - on

Door - locked/unlocked
Speed - >= 60 km/h
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Parking Mode

Reference
Implementations:

Knc

[2022-09-01 12:03:38] Event
engineSpeed=4019.26, vehic

[eventlD=587, autalD=311, driverlD=208, automationLeve
eSpeed=98.53, acceleratorPedalPosition=20.0, brakePed.

odometer=17557.27, ignitionstatus=run, fuelLevel=99.89, fuelConsumedSinceRestart:
windshieldwiperstatus=Ffalse, latitude=48.043487, longitude=11.584850, bearing=0.0,

[2022-09-01 12:03:37] Event
engineSpeed=4003.02, vehic

[eventlD=586, autalD=311, driverlD=208, automationLeve
eSpeed=98,14, acceleratorPedalPosition=20.0, brakePed.

odometer=17557.24, ignitionstatus=run, fuelLevel=99.89, fuelConsumedSinceRestart:
windshieldwiperstatus=Ffalse, latitude=48.043241, longitude=11.584850, bearing=0.0,

[2022-09-01 12:03:36] Event

anainRalraad-20048 7 uahir

[eventlD=585, autalD=311, driverlD=208, automationLeve
aCraad—07 74 asrralaratarDadalDaciFian—20 1 hrabaDaA:

Any Reference Implementation, but not Cargo Management
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Settings:

100

Vehicle started

From Highway mode or Urban Driving mode start braking until the speed is
around 5km/h and the simulation will switch to parking.

Accelerator <= 10%
Gear-<=1

Speed to be lower than 5 km/h on Vehicle Stats panel

Headlamps - on
Door - locked

[2022-09-01 12:09:40] Event
engineSpeed=1208.65, vehic

[eventiD=958, autalD=311, driverlD=208, automationLev:
eSpeed=6.89, acceleratorPedalPosition=0.0, brakePedalF

odometer=17559.40, ignitionStatus=run, fuelLevel=99.79, fuelConsumedSinceRestart
windshieldwiperstatus=false, latitude=48.062658, longitude=11.584850, bearing=0.0

[2022-09-01 12:09:39] Event
engineSpeed=1293.43, vehic

[eventlD=957, autalD=311, driverlD=208, automationLev:
eSpeed=7.38, acceleratorPedalPosition=0.0, brakePedalf

odometer=17559.40, ignitionStatus=run, fuelLevel=99.79, fuelConsumedSinceRestart
windshieldwiperstatus=false, latitude=48.062641, longitude=11.584850, bearing=0.0

[2022-09-01 12:09:38] Event

anninatnoad—1284 17 uvahir

[eventlD=956, autalD=311, driverlD=208, automationLev:

aCnoaard=7 an arralaratarDadalDaciFian=n N hrabaDaAalC
e
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Export KnowGo* Simulation Data

You can export the simulation data by clicking on the following button:

After you click on the button, the path will be printed on a pop-up.
Next, copy the file at the following location to use it as CSV option:

<INSTALL_ PATH>/<RI_FOLDER>/<RI MODULE NAME> <VERSION>/<RI MODULE NAME>/
<USE_CASE FOLDER>/src/scripts/truck simulator routes/

For example:

sudo cp <exported file path> /home/intel/driver behavior analytics/

Driver Behavior Analytics 2022.2/Driver Behavior Analytics/EII-DriverBehavior-UseCase/src/
scripts/truck simulator routes/

cd /home/intel/driver behavior analytics/Driver Behavior Analytics 2022.2/

Driver Behavior Analytics/EII-DriverBehavior-UseCase/src/scripts/truck simulator routes/
sudo chown $USER:SUSER <exported file>

chmod 0775 <exported file>

Use Case Manager

The Use Case Manager allows simplified parallel execution for Edge Insights for Fleet Reference
Implementations. This module uses a json file to build and run reference implementations, which are then
added to a specific group.

Web Page Structure

The Fleet Manager is able to configure every reference implementation from a single web page:
127.0.0.1:9090. During installation, all reference implementations are added to the default group named
“General-Fleet-Solution”. After the reference implementation installation is completed, you can navigate to
127.0.0.1:9090 web page and have a sub-menu on the Run Application main page with each reference
implementation’s abbreviated name. (For example, Vehicle Event Recording will appear as VER and Driver
Behavior Analytics will appear as DBA.)

The unified web page offers access to Cloud Configuration, Cloud Storage and Driver Settings and those
settings will apply for all Reference Implementations that will run.

1. Single Reference Implementation:
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Activities t) Firefox Web Browser ~

{u Software Defined Fles x | +

& O O 127.0.0.1:9090/run_use case

Software Defined

Fleet Vehicle

General Fleet Solution
$22 Application <

& Cloud Data < Configuration of VER

O Configuration BT

O storage Choose...

; Camera 2;
& Driver <

Choose...
O Settings Camera 3:

Choose...
Camera 4:
Choose...
UDFs:
Obstacles Detection

[ Road Segmentation

Calibration
@ Default
O New new calibration.json
O Saved Choose...
Data Injection
O KnowGo ® CSsV

A_10miles.csv
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2. Multiple Reference Implementations
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Activities t) Firefox Web Browser ~

{u Software Defined Fles x | +

& O O 127.0.0.1:9090/run_use case

Software Defined

Fleet Vehicle

General Fleet Solution
$22 Application <

& Cloud Data < Configuration of VER

O Configuration

Camera 1:
O storage BlindspotFront. mp4
o , Camera 2:
as Driver <
BlindspotLeft. mp4
QO Settings Camera 3:

BlindspotRear.mp4
Camera 4:
BlindspotRight.mp4
UDFs:
Obstacles Detection

[ Road Segmentation

Calibration
@ Default
O New new calibration.json
O Saved Choose...
Data Injection
O KnowGo ® CSsV

A_10miles.csv
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NOTE You must configure all the Reference Implementations before you can run the application.

Local Configuration Structure

You can change the configuration of the reference implementations you want to run. If your system doesn’t
support more than two reference implementations in parallel, you can update the file located at: /opt/
intel/eif/EII-UseCaseManager/scripts/applications.json

The changes can be made based on /opt/intel/eif/EII-UseCaseManager/scripts/
applications_json example.txt that includes all reference implementations recommended for different
type of solutions:

{

"General-Fleet-Solution": [
"EII-EVMSC-UseCase",
"EII-DriverBehavior-UseCase",

1y

"eCommerce-Delivery": [
"EII-EVMSC-UseCase",
"EII-DriverBehavior-UseCase",
"EII-CargoManagement-UseCase",
"EII-AddressDetection-UseCase"

]I

"Public-Transit": [
"EII-EVMSC-UseCase",
"EII-DriverBehavior-UseCase",
"EII-PassengerCounting-UseCase"

1y

"Public-Safety": [
"EII-EVMSC-UseCase",
"EII-DriverBehavior-UseCase",
"EII-LicensePlateRecognition-UseCase"

]I

"Construction-Work-Zone-Machinery": [
"EII-EVMSC-UseCase",
"EII-DriverBehavior-UseCase",
"EII-WorkZoneDetection-UseCase"

}

Build the defined structure using the following command:

cd /opt/intel/eif/EII-UseCaseManager/
make config app="Your Application Structure Name" v=4 pc=true

# Example: make config app=Construction-Work-Zone-Machinery v=4 pc=true.
# Default value is "General Fleet Solution".

Launch the newly built application structure using the following command:
make webui

Launch the application web page. On your preferred browser go to http://127.0.0.1:9090

NOTE After you build each new configuration, you need to prepare the cloud configuration as well.
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Release Notes

New in this Release

New Use Case Manager to simplify the parallel execution process.

Integrated Kuiper* MQTT Server. Kuiper* is an edge lightweight IoT data analytics / streaming software
implemented by Golang*, which can be run on all kinds of resource constrained edge devices.

Kuiper* Service replaced the Rule Engine in the middleware configuration in the architecture diagram in
How it Works.

All reference implementations received the new Edge Insights for Fleet package update.

Edgesoftware CLI Features

Initial Features for Recommended Configuration

Installs Docker CE*.

Installs Docker Compose*.

Installs all the prerequisites and dependencies for the Edge Insights for Fleet in the /opt/intel/eif
directory.

Installs and sets up Edge Insights for Fleet and Use Case Manager in the /opt/intel/eif/ directory.
Brings up all container images as per the use case selected during Edge Insights for Fleet installation.
Supports the following reference implementations:

e Vehicle Event Recording

e Driver Behavior Analytics

e (Cargo Management

e Public Transit Analytics

e Automated License Plate Recognition
e Address Recognition and Analytics

e Work Zone Analytics

e Road Sign Detection and Classification

Edge Insights for Fleet Features:

Video Analytics

Video Ingestion

Training and Learning Suite (TLS)
Image Store
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