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CHAPTER 1

Implementing MPLS Label Distribution Protocol

MPLS (Multi Protocol Label Switching) is aforwarding mechanism based on label switching. Inan MPLS
network, data packets are assigned |abels and packet-forwarding decisions are taken based on the contents of
thelabel. To switch label ed packets acrossthe MPL S network, predetermined paths are established for various
source-destination pairs. These predetermined paths are known as Label Switched Paths (L SPs). To establish
L SPs, MPL S signaling protocols are used. Label Distribution Protocol (LDP) isan MPL S signaling protocol
used for establishing L SPs. This module provides information about how to configure MPLS LDP,

* Prerequisites for Implementing MPL S Label Distribution Protocol, on page 1
* Restrictions for MPLS LDP, on page 2

 Overview of Label Distribution Protocol, on page 2

« Configuring Label Distribution Protocol, on page 2

* MPLS Label Distribution Protocol : Details, on page 9

* Controlling State Advertisements In An mLDP-Only Setup, on page 15

* Use Cases For Controlling State Advertisements, on page 17

Prerequisites for Implementing MPLS Label Distribution
Protocol

The following are the prerequisites to implement MPLS LDP:

* You must bein auser group associated with atask group that includes the proper task I Ds. The command
reference guides include the task | Ds required for each command. If you suspect user group assignment
is preventing you from using a command, contact your AAA administrator for assistance.

* You must be running Cisco |OS XR software.

* You must install a composite mini-image and the MPLS package.

A\

Note Thispoint isnot appplicable for a Cisco NCS 540 Series Router.

* You must install afoundation 1SO image and verify that the MPL S package is installed using the show
install active command.

Router# show install active | i mpls

MPLS Configuration Guide for Cisco NCS 540 Series Routers, Cisco 10S XR Release 7.3.x .



Implementing MPLS Label Distribution Protocol |
[l Restrictions for MPLS LDP

Xr-npls 7.0.1.1411v1.0.0-1
Xr-npl s- oam 7.0.1.1411v1.0.0-1
Xr-npl s-oamclient 7.0.1.1411v1.0.0-1
xr-npls-static 7.0.1.1411v1.0.0-1

* You must activate |GP.

 We recommend to use alower session holdtime bandwidth such as neighbors so that a session down
occurs before an adjacency-down on a neighbor. Therefore, the following default values for the hello
times are listed:

» Holdtime is 15 seconds.

* Interval is 5 seconds.

For example, the L DP session holdtime can be configured as 30 seconds by using the holdtime command.

Restrictions for MPLS LDP

» LDP gtatisticsis not displayed in show mpls forwar ding command output.

Overview of Label Distribution Protocol

In IPforwarding, when a packet arrives at arouter the router 1ooks at the destination addressin the | P header,
performs a route lookup, and then forwards the packet to the next hop. MPLS is aforwarding mechanism in
which packets are forwarded based on labels. Label Distribution Protocols assign, distribute, and install the
labelsin an MPLS environment. It is the set of procedures and messages by which Label Switched Routers
(LSRs) establish L SPsthrough a network by mapping network-layer routing information directly to data-link
layer switched paths. These L SPs may have an endpoint at a directly attached neighbor (comparableto IP
hop-by-hop forwarding), or may have an endpoint at a network egress node, enabling switching via all
intermediary nodes.

L SPs can be created statically, by RSV P traffic engineering (TE), or by LDP. LSPs created by LDP perform
hop-by-hop path setup instead of an end-to-end path. L DP enables L SRsto discover their potential peer routers
and to establish LDP sessions with those peers to exchange label binding information. Once label bindings
arelearned, the LDP is ready to setup the MPLS forwarding plane.

For more information about setting up L SPs, see MPLS Label Distribution Protocol : Details, on page 9.

Configuring Label Distribution Protocol

Depending on the requirements, L DP requires some basic configuration tasks described in the following
topics:

Configuring Label Distribution Protocol

This section explains the basic LDP configuration. LDP should be enabled on all interfaces that connects the
router to potential LDP peer routers. You can enable LDP on an interface by specifying the interface under
mpls Idp configuration mode.

. MPLS Configuration Guide for Cisco NCS 540 Series Routers, Cisco 10S XR Release 7.3.x



| Implementing MPLS Label Distribution Protocol
Configuring Label Distribution Protocol Discovery Parameters .

Configuration Example
This example shows how to enable LDP over an interface.

RP/ 0/ RPO/ CPUO: Rout er (config)# npls ldp

RP/ 0/ RPO/ CPW0: Rout er (config-1dp)# router-id 192.168.70.1

RP/ 0/ RPO/ CPUO: Rout er (config-1dp)# interface HundredG gE 0/0/0/5
RP/ 0/ RPO/ CPUO: Rout er (config-ldp-if)# commt

Configuring Label Distribution Protocol Discovery Parameters

LSRsthat are running L DP sends hello messages on all the LDP enabled interfaces to discover each other.
So, the L SR that receives the LDP hello message on an interface is aware of the presence of the LDP router
on that interface. If LDP hello messages are sent and received on an interface, there is an LDP adjacency
across the link between the two L SRs that are running LDP. By default, hello messages are sent every 5
seconds with a hold time of 15 seconds. If the L SR does not receive a discovery hello from peer before the
hold time expires, the L SR removes the peer LSR from the list of discovered LDP neighbors . The LDP
discovery parameters can be configured to change the default parameters.

LDP session between L SRs that are not directly connected is known as targeted L DP session. For targeted
LDP sessions, LDP uses targeted hello messages to discover the extended neighbors. By default, targeted
hello messages are sent every 10 seconds with a hold time of 90 seconds.

Configuration Example
This example shows how to configure the following LDP discovery parameters:
* hello hold time
* hellointerval
« targeted hello hold time
* targeted hello interval

RP/ 0/ RPO/ CPUO: Rout er (config)# npls |dp

RP/ 0/ RPO/ CPUO: Rout er (config-1dp)# router-id 192.168.70.1

RP/ 0/ RPO/ CPUO: Rout er (confi g-1dp)# di scovery hello holdtime 30

RP/ 0/ RPO/ CPUO: Rout er (confi g-1dp)# discovery hello interval 10

RP/ 0/ RPO/ CPUO: Rout er (confi g-1dp)# di scovery targeted-hello holdtine 120
RP/ 0/ RPO/ CPUO: Rout er (confi g-1dp)# di scovery targeted-hello interval 15
RP/ 0/ RPO/ CPUO: Rout er (config-1dp)# comm t

Verification

This section verifiesthe MPLS LDP discovery parameters configuration.

RP/ 0/ RPO/ CPUO: Rout er# show npls | dp paraneters

LDP Par aneters:

Rol e: Active

Protocol Version: 1

Router 1D 192.168.70.1

Di scovery:

Li nk Hel | os: Hol dti ne: 30 sec, Interval:10 sec
Targeted Hell os: Hol dtinme: 120 sec, Interval:15 sec
Qui ck-start: Enabled (by default)

Transport address: | Pv4: 192.168.70.1
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. Label Distribution Protocol Discovery for Targeted Hellos

Label Distribution Protocol Discovery for Targeted Hellos

LDP session between L SRs that are not directly connected is known as targeted L DP session. For LDP
neighbors which are not directly connected, you should manually configure the L DP neighborship on both

the routers.

Configuration Example

This example shows how to configure LDP for non-directly connected routers, Routerl and Router 2.

RP/ 0/ RPO/ CPUO:
RP/ 0/ RPO/ CPUO:
RP/ 0/ RPO/ CPUO:
RP/ 0/ RPO/ CPUO:
RP/ 0/ RPO/ CPUO:
RP/ 0/ RPO/ CPUO:
RP/ 0/ RPO/ CPUO:

RP/ 0/ RPO/ CPUO:
RP/ 0/ RPO/ CPUO:
RP/ 0/ RPO/ CPUO:
RP/ 0/ RPO/ CPUO:
RP/ 0/ RPO/ CPUO:
RP/ 0/ RPO/ CPUO:

Rout er1(config)# npls Idp

Rout er 1(config-1dp)# router-id 192.168.70.1

Rout er 2(confi g-1dp)# address-family ipv4

Rout er 2( confi g- | dp- af ) #di scoverey targeted-hell o accept
Rout er 1(confi g- 1 dp-af)# nei ghbor 172.20. 10. 10 targeted
Rout er 1(confi g-1dp-af)# interface HundredG gE 0/0/0/5
Rout er 1(config-1dp-if)# conmt

Rout er2(config)# npls Idp

Rout er 2(config-1dp)# router-id 172.20. 10. 10

Rout er 2(confi g-1dp)# address-family ipv4

Rout er 2( confi g- | dp- af ) #di scoverey targeted-hell o accept
Rout er 2(confi g- 1 dp-af ) # nei ghbor 192.168.70.1 targeted
Rout er 2(confi g-1 dp-af)# conmi t

Label Advertisement Control

LDP alows you to control the advertising and receiving of labels. You can control the exchange of 1abel
binding information by using label advertisement control (outbound filtering ) or label acceptance control
(inbound filtering).

Label Advertisement Control (Outbound Filtering)

Label Distribution Protocol advertiseslabelsfor all the prefixesto all its neighbors. When thisisnot desirable
(for scalability and security reasons), you can configure LDP to perform outbound filtering for local 1abel
advertisement for one or more prefixes to one more peers. This feature is known as L DP outbound label
filtering, or local label advertisement control. You can control the exchange of label binding information
using the mplsIdp label advertise command. Using the optional keywords, you can advertise selective
prefixes to all neighbors, advertise selective prefixes to defined neighbors, or disable label advertisement to
all peersfor all prefixes. Prefixes and peers advertised selectively are defined in the access list.

Configuration Example: Label Advertisement Control

This example shows how to configure outbound label advertisement control. In this example, neighbors are
specified to advertise and receive label advertisements. Also an interfaceis specified for label advertisement.

RP/ 0/ RPO/ CPUO:
RP/ 0/ RPO/ CPUO:
RP/ 0/ RPO/ CPUO:
RP/ 0/ RPO/ CPUO:

RP/ 0/ RPO/ CPUO:

Rout er (config)# npls Idp

Rout er (confi g-1dp)# address-family ipv4

Rout er (confi g-1dp-af)# | abel l|ocal advertise to 1.1.1.1:0 for pfx_acll
Rout er (confi g-1dp-af)# | abel |ocal advertise interface TenG gE 0/0/0/5

Rout er (confi g-1dp-af)# conm t
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Label Acceptance Control (Inbound Filtering)

LDP accepts labels (as remote bindings) for all prefixesfrom all peers. LDP operatesin liberal 1abel retention
mode, which instructs L DP to keep remote bindings from all peers for a given prefix. For security reasons,
or to conserve memory, you can override this behavior by configuring label binding acceptance for set of
prefixes from a given peer. The ability to filter remote bindings for a defined set of prefixesis also referred
to as LDPinbound label filtering or label acceptance control.

Configuration Example : Label Acceptance Control (Inbound Filtering)

This example shows how to configure label acceptance control. In this example, an LSR is configured to
accept and retain label bindings from neighbors for prefixes defined in access list .

RP/ 0/ RPO/ CPUW0: Rout er (confi g) #npl s | dp

RP/ 0/ RPO/ CPUW0: Rout er (confi g-| dp) #address-fami ly ipv4

RP/ 0/ RPO/ CPW0: Rout er (confi g- | dp-af) #l abel renote accept from 192.168.1.1:0 for acl _1
RP/ 0/ RPO/ CPW0: Rout er (confi g- | dp-af) #l abel renote accept from 192.168.2.2:0 for acl_2
RP/ 0/ RPO/ CPUW0: Rout er (confi g- | dp-af) #conmi t

Configuring Local Label Allocation Control

LDP creates label bindings for al 1GP prefixes and receives label bindings for all IGP prefixes from dl its
peers. If an LSR receives|abel bindings from several peers for thousands of 1GP prefixes, it consumes
significant memory and CPU. In some scenarios, most of the LDP label bindings may not useful for any
application and you may required to limit the allocation of local labels. Thisisaccomplished using LDP local
label allocation control, where an access list can be used to limit allocation of local l1abelsto a set of prefixes.
Limiting local label all ocation provides several benefits, including reduced memory usage requirements, fewer
local forwarding updates, and fewer network and peer updates.

Configuration Example

This example shows how to configure local label allocation using an | P access list to specify a set of prefixes
that local labels can allocate and advertise.

RP/ 0/ RPO/ CPUO: Rout er (config)# npls |dp

RP/ 0/ RPO/ CPUO: Rout er (confi g-1dp)# address-famly ipv4

RP/ 0/ RPO/ CPUO: Rout er (confi g-1dp-af)# | abel |ocal allocate for pfx_acl_1
RP/ 0/ RPO/ CPUO: Rout er (config-1dp-af)# conm t

Configuring Downstream on Demand

By default, L DP uses downstream unsolicited mode in which label advertisements for all routes are received
from al LDP peers. The downstream on demand feature adds support for downstream-on-demand mode,
where the label is not advertised to a peer, unless the peer explicitly requestsit. At the sametime, since the
peer does not automatically advertise labels, the label request is sent whenever the next-hop points out to a
peer that no remote label has been assigned.

In downstream on demand configuration, an ACL isused to specify the set of peersfor downstream on demand
mode. For down stream on demand to be enabled, it needs to be configured on both peers of the session. If
only one peer in the session has downstream-on-demand feature configured, then the session does not use
downstream-on-demand mode.
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Configuration Example

This example shows how to configure L DP Downstream on Demand.

RP/ 0/ RPO/ CPUO: Rout er (config)# npls Idp
RP/ 0/ RPO/ CPUO: Rout er (confi g-1dp)# session downstream on-denand with ACL1
RP/ 0/ RPO/ CPUO: Rout er (config-1dp)# comm t

Configuring Explicit Null Label

Cisco MPLS LDP usesimplicit or explicit null label aslocal 1abel for routes or prefixes that terminate on the
given LSR. These routesinclude all local, connected, and attached networks. By default, the null 1abel is
implicit-null that allows L DP control plane to implement penultimate hop popping (PHP) mechanism. When
thisisnot desirable, you can configure explicit-null l1abel that allows L DP control planeto implement ultimate
hop popping (UHP) mechanism. You can configure explicit-null feature on the ultimate hop L SR. Access-lists
can be used to specify the I P prefixes for which PHP is desired.

You can enforce implicit-null local l1abel for a specific prefix by using the implicit-null-over ride command
evenif the prefix requiresanon-null label to be allocated by default. For example, by default, an LSR allocates
and advertises anon-null label for an IGP route. If you wish to terminate L SP for this route on penultimate
hop of the LSR, you can enforce implicit-null label allocation and advertisement for this prefix using the
implicit-null-override command.

Configuration Example: Explicit Null

This example shows how to configure explicit null label.

RP/ 0/ RPO/ CPUW0: Rout er (config)# npls Idp

RP/ 0/ RPO/ CPUW0: Rout er (confi g-1dp)# address-family ipv4

RP/ 0/ RPO/ CPW0: Rout er (confi g-1dp-af)# | abel |ocal advertise explict-null
RP/ 0/ RPO/ CPUW0: Rout er (confi g-1dp-af)# conm t

Configuration Example: Implicit Null Override

This example shows how to configure implicit null override for a set of prefixes.
RP/ 0/ RPO/ CPUO: Rout er (config)# npls |dp

RP/ 0/ RPO/ CPUO: Rout er (confi g-1dp)# address-famly ipv4

RP/ 0/ RPO/ CPUO: Rout er (confi g-1dp-af)# | abel |ocal advertise inplicit-null-override for acl-1
RP/ 0/ RPO/ CPUO: Rout er (config-1dp-af)# conm t

Label Distribution Protocol Auto-configuration

LDP auto-configuration allowsyou to automatically configure LDP on all interfacesfor which the |GP protocol
isenabled. Typically, LDP assigns and advertiseslabel sfor | GP routes and must often be enabled on al active
interfaces by an IGP. During LDP manual configuration, you must define the set of interfaces under LDP
which is atime-intensive procedure. L DP auto-configuration eliminates the need to specify the same list of
interfaces under LDP and simplifies the configuration tasks.

Configuration Example: Enabling LDP Auto-Configuration for OSPF

This example shows how to enable L DP auto-configuration for a specified OSPF instance.
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RP/ 0/ RPO/ CPUO: Rout er (confi g)# router ospf 190

RP/ 0/ RPO/ CPUO: Rout er (confi g-ospf)# npls I dp auto-config

RP/ 0/ RPO/ CPUO: Rout er (confi g-ospf)# area 8

RP/ 0/ RPO/ CPUO: Rout er (confi g-ospf-ar)# interface HundredG gE 0/0/0/5
RP/ 0/ RPO/ CPUO: Rout er (confi g-ospf-ar-if)# commt

Configuring Session Protection

When anew link or node comes up after alink failure, IP converges earlier and much faster than MPLS LDP
and may result in MPL Straffic loss until the MPLS convergence. If alink flaps, the LDP session aso flaps
dueto loss of link discovery. L DP session protection minimizes traffic loss, provides faster convergence, and
protects existing LDP (link) sessions. When session protection is enabled for a peer, LDP starts sending
targeted hello (directed discovery) in addition to basic discovery link hellos. When the direct link goes down,
the targeted hellos can still be forwarded to the peer LSR over an alternative path aslong asthereis one. So,
the LDP session stays up after the link goes down.

You can configure LDP session protection to automatically protect sessionswith all or a given set of peers
(as specified by peer-acl). When configured, L DPinitiates backup targeted hellos automatically for neighbors
for which primary link adjacencies already exist. These backup targeted hellos maintain L DP sessions when
primary link adjacencies go down.

Configuration Example

This example shows how to configure LDP session protection for peers specified by the access control list
peer-acl-1 for amaximum duration of 60 seconds.

RP/ 0/ RPO/ CPW0: Rout er (config)# npls Idp
RP/ 0/ RPO/ CPUW0: Rout er (confi g-1dp)# session protection for peer-acl-1 duration 60
RP/ 0/ RPO/ CPW0: Rout er (confi g-1dp)# conmit

Configuring Label Distribution Protocol- Interior Gateway Protocol (IGP)
Synchronization

Lack of synchronization between LDP and Interior Gateway Protocol (IGP) can cause MPLS traffic loss.
Upon link up, for example, IGP can advertise and use alink before LDP convergence has occurred or, alink
may continue to be used in IGP after an L DP session goes down.

LDP IGP synchronization coordinates LDP and IGP so that |GP advertises links with regular metrics only
when MPLS LDP is converged on that link. LDP considers alink converged when at least one LDP session
isup and running on the link for which LDP has sent its applicable label bindings and received at least one
label binding from the peer. LDP communicates this information to IGP upon link up or session down events
and |GP acts accordingly, depending on sync state.

LDP-1GP synchronization is supported for both OSPF and I SIS protocols and is configured under the
corresponding |GP protocol configuration mode. Under certain circumstances, it might be required to delay
declaration of re-synchronization to a configurable interval. LDP provides a configuration option to delay
declaring synchronization up for up to 60 seconds. L DP communicates this information to |GP upon linkup
or session down events.

From the 7.1.1 release, you can configure multiple MPLS-TE tunnel end points on an LER using the TLV
132 functionin IS-IS. You can configure a maximum of 63 |Pv4 addresses or 15 |Pv6 addresses on an LER.
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Configuring LDP IGP Synchronization: MPLS
This example shows how to configure L DP-IGP synchronization for MPLS.

RP/ 0/ RPO/ CPUO: Rout er (config)# npls Idp
RP/ 0/ RPO/ CPUO: Rout er (confi g-1dp)#igp interface
RP/ 0/ RPO/ CPUO: Rout er (config-1dp)# igp sync delay {on-proc-restart | on-session-up}

Configuring LDP IGP Synchronization: Open Shortest Path First (OSPF) Example

This example shows how to configure L DP-1GP synchronization for an OSPF instance. The synchronization
delay is configured as 30 seconds.

RP/ 0/ RPO/ CPUW0: Rout er (confi g)# router ospf 100
RP/ 0/ RPO/ CPW0: Rout er (confi g-ospf)# npls Idp sync
RP/ 0/ RPO/ CPUW0: Rout er (confi g- ospf)# conmi t

Configuring LDP IGP Synchronization: Intermediate System to Intermediate System (IS-IS)
This example shows how to configure L DP-IGP synchronization for 1S-1S.

RP/ 0/ RPO/ CPUO: Rout er (config)# router isis 100

RP/ 0/ RPO/ CPW0: Rout er (config-isis)# interface HundredG gE 0/0/0/5
RP/ 0/ RPO/ CPUO: Rout er (config-isis-if)# address-famly ipv4 unicast
RP/ 0/ RPO/ CPUO: Rout er (config-isis-if-af)# npls Idp sync

RP/ 0/ RPO/ CPW0: Rout er (confi g-isis-if-af)# commt

Configuring Label Distribution Protocol Graceful Restart

LDP Graceful Restart provides amechanism for LDP peersto preserve the MPL S forwarding state when the
LDP session goes down. Without L DP Graceful Restart, when an established session fails, the corresponding
forwarding states are cleaned immediately from the restart and peer nodes. In this case, LDP forwarding has
to restart from the beginning, causing a potential loss of data and connectivity. If LDP graceful restart is
configured, traffic can continue to be forwarded without interruption, even when the LDP session restarts.
The LDP graceful restart capability is negotiated between two peers during session initialization time. During
session initialization, a router advertisesits ability to perform LDP graceful restart by sending the graceful
restart typed length value (TLV). This TLV contains the reconnect time and recovery time. The values of the
reconnect and recovery timesindicate the graceful restart capabilities supported by the router. The reconnect
time is the amount of time the peer router waits for the restarting router to establish a connection. When a
router discovers that a neighboring router is restarting, it waits until the end of the recovery time before
attempting to reconnect. Recovery timeisthe amount of time that aneighboring router maintainsitsinformation
about the restarting router.

Configuration Example

This example shows how to configure LDP graceful restart. In this example, the amount of time that a
neighboring router maintains the forwarding state about the gracefully restarting router is specified as 180
seconds. The reconnect time is configured as 169 seconds.

RP/ 0/ RPO/ CPW0: Rout er (config)# npls Idp

RP/ 0/ RPO/ CPW0: Rout er (config-1dp)# interface HundredG gE 0/0/0/5
RP/ 0/ RPO/ CPUW0: Rout er (config-1dp-if)# exit

RP/ 0/ RPO/ CPW0: Rout er (confi g-1dp)# graceful -restart
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RP/ 0/ RPO/ CPU0: Rout er (confi g-1dp)# graceful -restart forwarding-state-holdtine 180
RP/ 0/ RPO/ CPUO: Rout er (confi g-1dp)# graceful -restart reconnect-tinmeout 169
RP/ 0/ RPO/ CPUO: Rout er (config-1dp)# comm t

Configuring Label Distribution Protocol Nonstop Routing

LDP nonstop routing (NSR) functionality makes failures, such as Route Processor (RP) or Distributed Route
Processor (DRP) fail over, invisibleto routing peerswith minimal to no disruption of convergence performance.
By default, NSR is globally enabled on all LDP sessions except AToM.

A disruption in service may include any of these events:

* Route processor (RP) or distributed route processor (DRP) failover
* LDP process restart
* Minimum disruption restart (MDR)

Note

Unlike graceful restart functionality, LDP NSR does not require protocol extensions and does not force
software upgrades on other routers in the network, nor does LDP NSR require peer routers to support NSR.
L2VPN configuration is not supported on NSR. Process failures of active LDP resultsin session loss and, as
aresult, NSR cannot be provided unless RP switchover is configured as a recovery action.

Configuration Example

This example shows how to configure LDP Non-Stop Routing.

RP/ 0/ RPO/ CPUO: Rout er (config)# npls |dp
RP/ 0/ RPO/ CPUO: Rout er (confi g-1dp)# nsr
RP/ 0/ RPO/ CPUO: Rout er (confi g-1dp)# commit

Verification

RP/ 0/ RPO/ CPU0: Rout er# show npls [ dp nsr summary
Mon Dec 7 04:02:16.259 UTC

Sessi ons:

Total: 1, NSR-eligible: 1, Sync-ed: O

(1 Ready)

MPLS Label Distribution Protocol : Details

This section provides detailed conceptual information about setting up LSPs, LDP graceful restart, and LDP
session protection.

Setting Up Label Switched Paths

MPLS packets are forwarded between the nodes on the MPL S network using Label Switched Paths(L SPs).
L SPscan be created statically or by using alabel distribution protocol like LDP. Label Switched Paths created
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by L DP performs hop-by-hop path setup instead of an end-to-end path. LDP enables label switched routers
(LSRs) to discover their potential peer routers and to establish L DP sessions with those peers to exchange
label binding information.

The following figure illustrates the process of label binding exchange for setting up L SPs.
Figure 1: Setting Up Label Switched Paths
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For agiven network (10.0.0.0), hop-by-hop L SPs are set up between each of the adjacent routers (or, nodes)
and each node allocates alocal label and passes it to its neighbor as a binding:

R4 alocates local label L4 for prefix 10.0.0.0 and advertises it to its neighbors (R3).

R3 allocates local 1abel L3 for prefix 10.0.0.0 and advertisesit to its neighbors (R1, R2, R4).
R1 allocates local label L1 for prefix 10.0.0.0 and advertisesit to its neighbors (R2, R3).

R2 alocates local 1abel L2 for prefix 10.0.0.0 and advertisesit to its neighbors (R1, R3).
R1’slabel information base (L1B) keeps loca and remote [abels bindings from its neighbors.
R2's LIB keepslocal and remote labels bindings from its neighbors.

R3's LIB keepslocal and remote labels bindings from its neighbors.

© N o o~ w DN PR

R4's LIB keepslocal and remote |abels bindings from its neighbors.

MPLS Forwarding

Once the label bindings are learned, MPL S forwarding plane is setup and packets are forwarded as shown in
the following figure.
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Figure 2: MPLS Forwarding
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1. Because R3isnext hop for 10.0.0.0 as notified by the FIB, R1 selects label binding from R3 and installs
forwarding entry (Layer 1, Layer 3).

2. Because R3isnext hop for 10.0.0.0 (as notified by FIB), R2 selects label binding from R3 and installs
forwarding entry (Layer 2, Layer 3).

3. Because R4 isnext hop for 10.0.0.0 (as notified by FIB), R3 selectslabel binding from R4 and installs
forwarding entry (Layer 3, Layer 4).

4. Because next hop for 10.0.0.0 (as notified by FIB) is beyond R4, R4 uses NO-LABEL as the outbound
and installs the forwarding entry (Layer 4); the outbound packet is forwarded |P-only.

5. Incoming IPtraffic oningressL SR R1 getslabel-imposed and isforwarded asan MPL S packet with label
L3.

6. Incoming IPtraffic oningressL SR R2 getslabel-imposed and isforwarded as an MPL S packet with label
L3.

7. R3receives an MPLS packet with label L3, looks up inthe MPLS label forwarding table and switches
this packet as an MPLS packet with label L4.

8. R4 receives an MPLS packet with label L4, looks up inthe MPLS label forwarding table and finds that
it should be Unlabeled, pops the top label, and passesit to the | P forwarding plane.

9. IPforwarding takes over and forwards the packet onward.

Details of Label Distribution Protocol Graceful Restart

LDP (Label Distribution Protocol) graceful restart provides a control plane mechanism to ensure high
availability and allows detection and recovery from failure conditions while preserving Nonstop Forwarding
(NSF) services. Graceful restart isaway to recover from signaling and control plane failureswithout impacting
forwarding.
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Without LDP graceful restart, when an established session fails, the corresponding forwarding states are
cleaned immediately from the restarting and peer nodes. In this case LDP forwarding restarts from the
beginning, causing a potential loss of data and connectivity.

The LDP graceful restart capability is negotiated between two peers during session initialization time, in FT
SESSION TLV. In thistyped length value (TLV), each peer advertises the following information to its peers:

Reconnect time

Advertises the maximum time that other peer will wait for this L SR to reconnect after control channel
failure.

Recovery time

Advertises the maximum time that the other peer has on its side to reinstate or refresh its states with this
LSR. Thistimeis used only during session reestablishment after earlier session failure.

FT flag
Specifies whether arestart could restore the preserved (local) node state for this flag.

Once the graceful restart session parameters are conveyed and the session is up and running, graceful restart
procedures are activated.

When configuring the LDP graceful restart process in a network with multiple links, targeted LDP hello
adjacencies with the same neighbor, or both, make sure that graceful restart is activated on the session before
any hello adjacency times out in case of neighbor control plane failures. One way of achieving thisis by
configuring alower session hold time between neighbors such that session timeout occurs before hello
adjacency timeout. It is recommended to set L DP session hold time using the following formula:

Session Holdtime <= (Hello holdtime - Hello interval) * 3

Thismeansthat for default values of 15 secondsand 5 secondsfor link Hello holdtime and interval respectively,
session hold time should be set to 30 seconds at most.

Phases in Graceful Restart
The graceful restart mechanism is divided into different phases:
Control communication failure detection
Control communication failure is detected when the system detects either:

» Missed LDP hello discovery messages
» Missed LDP keepalive protocol messages

« Detection of Transmission Control Protocol (TCP) disconnection awith a peer

Forwarding state maintenance during failure

Persistent forwarding states at each L SR are achieved through persistent storage (checkpoint) by the
LDP control plane. While the control planeisin the process of recovering, the forwarding plane keeps
the forwarding states, but marks them as stale. Similarly, the peer control plane a so keeps (and marks
as stale) the installed forwarding rewrites associated with the node that is restarting. The combination
of local node forwarding and remote node forwarding plane states ensures NSF and no disruption in the
traffic.
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Control staterecovery

Recovery occurs when the session is reestablished and label bindings are exchanged again. This process
allows the peer nodes to synchronize and to refresh stale forwarding states.

Control Plane Failure

When acontrol planefailure occurs, connectivity can be affected. The forwarding statesinstalled by the router
control planes are lost, and the in-transit packets could be dropped, thus breaking NSF. The following figure
illustrates control plane failure and recovery with graceful restart and showsthe process and results of acontrol
plane failure leading to loss of connectivity and recovery using graceful restart.

Figure 3: Control Plane Failure
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Recovery with Graceful Restart

Figure 4: Recovering with Graceful Restart
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1. The R4 LSR control plane restarts.
2. LIBislost when the control plane restarts.
3. Theforwarding states installed by the R4 LDP control plane are immediately deleted.
4. Any in-transit packets flowing from R3 to R4 (till 1abeled with L4) arrive at R4.
5. TheMPLSforwarding plane at R4 performsalookup onlocal label L4 whichfails. Because of thisfailure,

o

the packet is dropped and NSF is not met.
The R3 LDP peer detects the failure of the control plane channel and deletesiits label bindings from R4.

The R3 control plane stops using outgoing labels from R4 and del etes the corresponding forwarding state
(rewrites), which in turn causes forwarding disruption.

The established L SPs connected to R4 are terminated at R3, resulting in broken end-to-end L SPs from
R1to R4.

The established L SPs connected to R4 are terminated at R3, resulting in broken L SPs end-to-end from
R2 to R4.

When the LDP control plane recovers, the restarting L SR starts its forwarding state hold timer and restores
its forwarding state from the checkpointed data. This action reinstates the forwarding state and entries and
marks them as old.

Therestarting L SR reconnectsto its peer, indicated in the FT Session TLV, that it either was or was not able
to restore its state successfully. If it was able to restore the state, the bindings are resynchronized.

The peer LSR stops the neighbor reconnect timer (started by the restarting L SR), when the restarting peer
connects and starts the neighbor recovery timer. The peer LSR checksthe FT Session TLV if the restarting
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peer was able to restore its state successfully. It reinstates the corresponding forwarding state entries and
receives binding from the restarting peer. When the recovery timer expires, any forwarding state that is till
marked as stale is del eted.

If the restarting L SR failsto recover (restart), the restarting L SR forwarding state and entries will eventually
timeout and is deleted, while neighbor-related forwarding states or entries are removed by the Peer LSR on
expiration of the reconnect or recovery timers.

Details of Session Protection

LDP session protection lets you configure LDP to automatically protect sessionswith all or a given set of
peers (as specified by peer-acl). When configured, L DP initiates backup targeted hellos automatically for
neighbors for which primary link adjacencies already exist. These backup targeted hellos maintain LDP
sessions when primary link adjacencies go down.

The Session Protection figure illustrates L DP session protection between neighbors R1 and R3. The primary
link adjacency between R1 and R3 isdirectly connected link and the backup; targeted adjacency is maintained
between R1 and R3. If the direct link fails, LDP link adjacency is destroyed, but the session is kept up and
running using targeted hello adjacency (through R2). When the direct link comes back up, thereis no change
in the LDP session state and LDP can converge quickly and begin forwarding MPL S traffic.

Figure 5: Session Protection
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Note

When LDP session protection isactivated (upon link failure), protection is maintained for an unlimited period
time.

Controlling State Advertisements In An mLDP-Only Setup

Thisfunction explains controlling of state advertisements of non-negotiated Label Distribution Protocol (LDP)
applications. Thisimplementation isin conformance with RFC 7473 (Controlling State Advertisements of
Non-negotiated LDP Applications).

The main purpose of documenting this function isto use it in aMultipoint LDP (mLDP)-only environment,
wherein participating routers don’'t need to exchange any unicast binding information.
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Non-Negotiated LDP Applications

The LDP capabilities framework enables LDP applications' capabilities exchange and negotiation, thereby
enabling L SRs to send necessary L DP state. However, for the applications that existed prior to the definition
of the framework (called non-negotiated L DP applications), there is no capability negotiation done. When an
LDP session comes up, an L DP speaker may unnecessarily advertise itslocal state (without waiting for any
capabilities exchange and negotiation). In other words, even when the peer session is established for Multipoint
LDP (mLDP), the L SR advertises the state for these early LDP applications.

One exampleis IPv4/1Pv6 Prefix LSPs Setup (used to set up Label Switched Paths [LSPs] for IP prefixes).
Another exampleis L2VPN P2P FEC 128 and FEC 129 PWs Sgnaling (an LDP application that signals
point-to-point [P2P] Pseudowires [PW¢] for Layer 2 Virtual Private Networks [L2VPNsg]).

In an mLDP-only setup, you can disable these non-negotiated L DP applications and avoid unnecessary LDP
state advertisement. An LDP speaker that only runs mLDP announces to its peer(s) its disinterest (or
non-support) in non-negotiated L DP applications. That is, it announces to its peersits disinterest to set up 1P
Prefix LSPs or to signal L2VPN P2P PW, at the time of session establishment.

Upon receipt of such a capability, the receiving LDP speaker, if supporting the capability, disables the
advertisement of the state related to the application towards the sender of the capability. This new capability
can also be sent later in a Capability message, either to disable a previously enabled application’s state
advertisement, or to enable a previously disabled application’s state advertisement.

Asaresult, the flow of LDP state information in an mLDP-only setup is faster. When routers come up after
anetwork event, the network convergence time is fast too.

IP Address Bindings In An mLDP Setup

AnLSRtypically uses peer | P address(es) to map an I P routing next hop to an LDP peer in order to implement
its control plane procedures. mLDP uses a peer’s | P address(es) to determine its upstream L SR to reach the
root node, and to select the forwarding interface towards its downstream L SR. Hence, in an mLDP-only
network, while it is desirable to disable advertisement of label bindings for 1P (unicast) prefixes, disabling
advertisement of |P address bindings will break mLDP functionality.

Uninteresting State - For the Prefix-LSP LDP application, uninteresting state refers to any state related to IP
Prefix FEC, such as FEC label bindings and LDP Status. | P address bindings are not considered as an
uninteresting state.

For the P2P-PW application LDP application, uninteresting state refersto any state related to P2P PW FEC
128 or FEC 129, such as FEC labdl bindings, MAC address withdrawal, and LDP PW status.

Control State Advertisement

To control advertisement of uninteresting state of non-negotiated L DP applications, the capability parameter
TLV State Advertisement Control Capability isused. This TLV isonly present in the Initialization and
Capability messages, and the TLV can hold one or more State Advertisement Control (SAC) Elements.

As an example, consider two LSRs, S (LDP speaker) and P (LDP peer), that support all non-negotiated
applications. Sis participating (or set to participate) in an mLDP-only setup. Pointers for this scenario:

* By default, the LSRswill advertise statefor all LDP applicationsto their peers, as soon asan LDP session
is established.

* The capabilities sac mldp-only function is enabled on S.

* Preceives an update from S via a Capability message that specifiesto disable all four non-negotiated
applications states.
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* P's outbound policy towards S blocks and disables state for the unneeded applications.

* Sonly receives mL DP advertisements from specific mL DP-participating peers.

Use Cases For Controlling State Advertisements

Two use cases are explained, mL DP-Based MVPN and Disable Prefix-L SPs On An L2VPN/PW tLDP
Session.

Disable Prefix-LSPs On An L2VPN/PW tLDP Session

A sample topology and relevant configurations are noted bel ow.

Figure 6: L2VPN Xconnect Service Over Segment Routing

P

* The topology represents an L2V PN Xconnect service over a Segment Routing core setup.
* By default, Xconnect uses tLDP to signal service labelsto remote PEs.

« By default, tLDP not only signals the service label, but also known (IPv4 and IPv6) label bindings to
the tLDP peer, which is not required.

» The LDP SAC capabilitiesis an optional configuration enabled under LDP, and users can block |Pv4
and 1Pv6 label bindings by applying configurations on PE1 and PE2.
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Configuration
PE1 Configuration
Disable IPv4 prefix LSP binding advertisements on PE1:

PE1l(config)# npls I dp capabilities sac ipv4-disable
PE1(config)# commt

Disable IPv6-prefix LSP binding advertisements on PE1:

PE1l(config)# npls I dp capabilities sac ipv4-disable ipv6-disable
PE1(config)# commt

Note

Whenever you disable anon-negotiated L DP application state on arouter, you must include previously disabled
non-negotiated L DP applications too, in the same command line. If not, the latest configuration overwrites
the existing ones. You can see that ipv4-disable is added again, though it was already disabled.

PE2 Configuration

Enable SAC capability awareness on PE2, and make PE2 stop sending 1Pv4 prefix L SP binding advertisements
to PEL:

PE2(confi g)#npls | dp capabilities sac
PE2( confi g) #commi t

Verification
On PEL, verify PE2's SAC capabilities:
PE1# show npls | dp nei ghbor 198.51.100.1 detail

Peer LDP Identifier: 198.51.100.1:0
TCP connection: 198.51.100.1:29132 - 192.0. 2. 1: 646
Graceful Restart: No
Sessi on Hol dtime: 180 sec
State: Qper; Msgs sent/rcvd: 14/14; Downstream Unsolicited
Up tine: 00:03:30
LDP Di scovery Sources:
I Pv4d: (1)
Targeted Hello (192.0.2.1 -> 198.51.100.1, active)
I Pv6: (0)
Addr esses bound to this peer:
I Pvd: (3)
203.0.113.1 209.165.201.1 10.0.0.1 198.51.100.1
172.16.0.1
I Pv6: (0)
Peer holdtine: 180 sec; KA interval: 60 sec; Peer state: Estab
NSR: Di sabl ed
Cients: AToM
Capabi lities:
Sent :
0x508 (MP: Point-to-Miltipoint (P2MP))
0x509 (MP: Multipoint-to-Miltipoint (MP2MP))
0x50b (Typed Wl dcard FEQC)
0x50d (State Advertisenent Control)
[ {IPv4-disable} ] (length 1)
Recei ved:
0x508 (MP: Point-to-Miltipoint (P2MP))
0x509 (MP: Multipoint-to-Miltipoint (MP2MP))
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0x50b (Typed WIldcard FEC)
0x50d (State Advertisenment Control)

Capabilities Sent SAC capability ipv4-disableis sent, and local 1Pv4 label bindings are not generated.

CapabilitiesReceived The peer (PE2) understands SAC capability and won’t send itslocal |Pv4 l1abel bindings
to local PE.

On PE1, verify SAC capabilities:
PE1# show npls | dp capabilities detail

Type Descri ption Owner
0x50b Typed W dcard FEC LDP
Capability data: None
Ox3ef f Cisco | Cs-XR LDP
Capabi l ity data:
Length: 12
Desc : [ host=PE1l; platforn=ASRI000; rel ease=07.01.01 ]
0x508 MP: Poi nt-to-Miltipoint (P2MP) mLDP
Capability data: None
0x509 MP: Ml ti point-to-Miltipoint (MP2MP) mLDP
Capability data: None
0x50d State Advertisement Control LDP
Capabi l ity data:
Length: 1

Desc : [ {IPv4-disable} ]

0x703 P2MP PW L2VPN- AToM
Capability data: None

On PE1, verify that local and remote FEC bindings are removed.

PE1# show npls I dp neighbor 198.51.100.1
Wed March 3 13:42:13. 359 EDTs

mLDP-Based MVPN

A sample topology and relevant configurations are noted bel ow.
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Figure 7: mLDP-Based MVPN Over Segment Routing
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« The topology represents an MV PN profile 1 where an mLDP-based MV PN service is deployed over a
Segment Routing core setup

» mLDP isrequired to signal MP2MP L SPs, whereas SR handles the transport.

» SAC capabilities are used to signal mLDP-only capahility, which blocks unrequired unicast |1Pv4, IPv6,
FEC128, and FEC129 related label binding advertisements.

» The mldp-only option is enabled on PE routers and P routers to remove unwanted advertisements.

Configuration
PE1 Configuration

Configure mLDP SAC capability on PEL.

PE1(config)# npls |dp
PE1(config-1dp)# capabilities sac m dp-only
PE1(config-1dp)# conmt

PE2 Configuration

Configure mLDP SAC capability on PE2.
PE2(config)# npls |dp

PE2(confi g-1dp)# capabilities sac m dp-only
PE2(confi g-1dp)# conm t

Verification

LDP peers (PEL and PE2) are configured with mlidp-only option, disabling all other SAC capabilities.
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PE1# show runni ng-config npls |dp

mpl s [ dp
capabilities sac mdp-only
m dp
address-famly ipv4d
|

PE2# show runni ng-config npls |dp

mpl s [ dp
capabilities sac mdp-only
m dp
address-famly ipv4d
|

On PE1, verify PE2's SAC capabilities:
PE1# show npls I dp nei ghbor 209.165.201. 20 capabilities detail

Peer LDP Identifier: 209.165.201.20:0
Capabi lities:
Sent :
0x508 (MP: Point-to-Miltipoint (P2MP))
0x509 (MP: Multipoint-to-Miltipoint (MP2MP))
0x50b (Typed Wl dcard FEC)
0x50d (State Advertisenment Control)
[ {IPv4-disabl e}{I Pv6-di sabl e} { FEC128- di sabl e} { FEC129- di sabl e} ](length 4)
Recei ved:
0x508 (MP: Point-to-Miltipoint (P2MP))
0x509 (MP: Multipoint-to-Miltipoint (MP2MP))
0x50b (Typed Wl dcard FEC)
0x50d (State Advertisenment Control)
[ {IPv4-disabl e}{I Pv6-di sabl e} { FEC128- di sabl e} { FEC129- di sabl e} ](length 4)

Capabilities Sent shows that mldp-only option disables all other advertisements.
Capabilities Received shows that midp-only is enabled on peer PE2 too.
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MPLS Static Labeling

The MPL S static feature enables you to statically assign local labelsto an 1Pv4 prefix. Also, Label Switched
Paths (L SPs) can be provisioned for these static |abel s by specifying the next-hop information that is required
to forward the packets containing static label.

If there is any discrepancy between labels assigned statically and dynamically, the router issues awarning
message in the consolelog. By means of thiswarning message, the discrepancy can beidentified and resolved.

The advantages of static labels over dynamic labels are:

 Improve security because the risk of receiving unwanted labels from peers (running a compromised
MPLS dynamic labeling protocol) is reduced.

* Gives users full control over defined LSPs.
« Utilize system resources optimally because dynamic labeling is not processed.
« Static labeling on |Pv6 packets is supported.

Restrictions

* The router does not prevent label discrepancy at the time of configuring static labels. Any generated
discrepancy needs to be subsequently cleared.

« Equal-cost multi-path routing (ECMP) is not supported.
« Interfaces must be explicitly configured to handle traffic with static MPL S labels.

* Restrictions For MPLS, on page 23

« Define Label Range and Enable MPL S Encapsulation, on page 24

« ldentify and Clear Label Discrepancy, on page 25

* Configuring Static L SP Next Hop Resolve with Recursive Prefix, on page 26
* Configuring MPLS Static over BVI, on page 27

* MPLS Over Single-Pass GRE Tunnels, on page 28

Restrictions For MPLS

* MPLS dtatistics is not supported.
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. Define Label Range and Enable MPLS Encapsulation

Define Label Range and Enable MPLS Encapsulation

By default, MPL S encapsulation isdisabled on al interfaces. MPL S encapsul ation hasto be explicitly enabled
on all ingress and egress MPLS interfaces through which the static MPL S labeled traffic travels.

Also, the dynamic label range needsto be defined. Any label that falls outside this dynamic rangeis available
for manually alocating as static labels. The router does not verify statically-configured labels against the
specified label range. Therefore, to prevent label discrepancy, ensure that you do not configure static MPLS
labels that fall within the dynamic label range.

Configuration Example

You have to accomplish the following to compl ete the M PL S static labeling configuration. Values are provided
as an example.

1

2
3.
4

Define adynamic label range, which in thistask is set between 17000 and 18000.
Enable MPLS encapsulation on the required interface.
Setup a static MPLS LSP for a specific ingress label 24035.

Specify the forwarding information so that for packets that are received with the label, 24035, the MPLS
protocol swaps labels and applies the label, 24036. After applying the new label, it forwards the packets
to the next hop, 10.2.2.2, through the specified interface.

RP/ 0/ RPO/ CPWO0: r out er (confi g) #npl s | abel range table 0 17000 18000
RP/ 0/ RPO/ CPUO: r out er (confi g) #commi t

RP/ 0/ RPO/ CPWO0: r out er (confi g) #npl s static

RP/ 0/ RPO/ CPWO0: r out er (confi g-npl s-static)#
RP/ 0/ RPO/ CPWO0: r out er (confi g- npl s-static)#address-fam |y ipv4 unicast
RP/ 0/ RPO/ CPWO0: r out er (confi g- npl s-static-af)#l ocal -1 abel 24035 al |l ocate

RP/ 0/ RPO/ CPWO0: r out er (confi g- npl s-static-af-Ibl)#f orward
RP/ 0/ RPO/ CPWO0: r out er (confi g- npl s-static-af-Ibl-fwd)#

RP/ 0/ RPO/ CPWO0: r out er (confi g-npl s-static-af-Ibl-fwd)# conm t

Verification

Verify the interfaces on which MPLS is enabled

RP/ 0/ RPO/ CPUO: rout er# show npls interfaces
Mon May 12 06:21:30. 937 DST
Interface LDP Tunnel Static Enabl ed

TenG gEO/ 0/ 0/ 5 No No Yes Yes

Verify that the status is " Created" for the specified label value.

RP/ 0/ RPO/ CPUO: r out er #show npl s static | ocal -1abel all
Tue Apr 22 18:21:55.764 UTC
Label VRF Type Prefix RW Conf i gur ed St at us
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24035 def aul t X- Connect NA

Identify and Clear Label Discrepancy .

Yes Created

Check the dynamic range and ensure that the specified local-label value is outside this range.

RP/ 0/ RPO/ CPUO: r out er #show npl s | abel range
Mon Apr 28 19:56:00.596 | ST
Range for dynamic |abels: Mn/Mx: 17000/ 18000

Verify that the MPLS static configuration has taken effect, and the label forwarding is taking place.

RP/ 0/ RPO/ CPWO: r out er #show npl s | sd forwardi ng
Wed Nov 25 21:40:57.918 UTC
In_Label, (1D, Path_Info: <Type>
24035, (Static), 1 Paths

1/1: IPv4, '"default':4U, BEL.2, nh=10.20.3.1,
Associated Commands

e mpls static

* mplslabel range

* show mpls interfaces

Identify and Clear Label Discrepancy

During configuring or de-configuring static labels or alabel range, alabel discrepancy can get generated

when:

| bl =35001, fl ags=0x0, ext_flags=0x0

« A static label is configured for an I P prefix that already has a binding with adynamic label.
* A staticlabel isconfigured for an I P prefix, when the samelabel valueisdynamically allocated to another

IP prefix.

Verification

Identify label discrepancy by using these show commands.

Rout er #show npls static |ocal -1 abel discrepancy
Tue Apr 22 18:36:31.614 UTC

Label VRF Type Prefix

24000 def aul t X- Connect NA

Rout er #show npl s static |ocal -1 abel all
Tue Apr 22 18:36:31.614 UTC
Label VRF Type

24000
24035

X- Connect N A
X- Connect N A

def aul t
def aul t

RP/ 0/ RPO/ CPWO: r out er #show | og
Thu Apr 24 14:18:57.655 UTC

RW Conf i gur ed St at us

Yes Di scr epancy
RW Conf i gur ed St at us

Yes Di scr epancy
Yes Creat ed

Sysl og | oggi ng: enabl ed (0 nessages dropped, O flushes, 0 overruns)
Consol e | oggi ng: |evel warnings, 199 nessages | ogged
Moni tor | ogging: |evel debugging, O nessages |ogged
Trap |l ogging: level informational, O messages | ogged

Buf fer | ogging: |evel debugging, 2 nessages |ogged

MPLS Configuration Guide for Cisco NCS 540 Series Routers, Cisco 10S XR Release 7.3.x .



MPLS Static Labeling |
. Configuring Static LSP Next Hop Resolve with Recursive Prefix

Log Buffer (307200 bytes):

RP/ 0/ RSP0/ CPUO: Apr 24 14:18:53.743 : npls_static[1043]:

YROUTI NG MPLS_STATI C- 7- ERR_STATI C_LABEL_DI SCREPANCY :

The system detected 1 | abel discrepancies (static |label could not be allocated due to

conflict with other applications).

Pl ease use 'clear npls static |ocal-Iabel discrepancy' to fix this issue.

RP/ 0/ RSP0/ CPUW0: Apr 24 14:18:53.937 : config[65762]: %MGBL- CONFI G 6-DB_COW T : Configuration
committed by user 'cisco'.

Use 'show configuration commt changes 1000000020' to view the changes.

Rectification

Label discrepancy is cleared by allocating a new label to those IP prefixes that are allocated dynamic label.
The static label configuration takes precedence while clearing discrepancy. Clearing label discrepancy may
result in traffic loss for the dynamic label which got cleared.

Router# clear npls static |ocal-Iabel discrepancy all

Verify that the discrepancy is cleared.

Rout er# show npls static |ocal-Iabel all
Wed Nov 25 21:45:50. 368 UTC

Label VRF Type Prefix RW Conf i gur ed St at us
24000 def aul t X- Connect N A Yes Created
24035 def aul t X- Connect N A Yes Created

Associated Commands

« show mpls static local-label discrepancy
« clear mpls static local-label discrepancy all

Configuring Static LSP Next Hop Resolve with Recursive Prefix

When arouting table entry references to another |1P address and not to adirectly connected exit interface, the
next-hop |P address is resolved using another route with an exit interface. Thisis known as a recursive look

up because multiplelookups are required to resolve the next-hop | P address. Static L SP next hop resolve with
recursive prefix feature supports resolution of recursive routes for static L SPs. In thisfeature, you can specify
anext hop which is not directly connected using the resolve-nexthop command for a static L SP.

Restrictions
The following restrictions apply for this feature:
* Only eBGP routes are supported.

Configuration Example

This example shows how to configure the static L SP next hop resolve with recursive prefix. Here 192.168.2.1
isarecursive route learnt through eBGP.
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Configuring MPLS Static over BVI .

RP/ 0/ 0/ CPUWO: Rout er # configure terninal

RP/ 0/ 0/ CPUWO: Rout er (config)# npls static

RP/ 0/ 0/ CPUO: Rout er (confi g-npl s-static)# | sp anycast_5001

RP/ 0/ 0/ CPUO: Rout er (confi g-npl s-static-1sp)# in-1abel 5001 allocate

RP/ 0/ 0/ CPUO: Rout er (confi g-npl s-static-1sp)# forward

RP/ 0/ 0/ CPWO: Rout er (confi g-npl s-static-1sp-fwd)# path 1 resol ve-nexthop 192. 168. 2.1 out -1 abel
pop

RP/ 0/ 0/ CPUO: Rout er (confi g-npl s-static-1sp-fwd)# exit

Verification

This example shows how to verify the static L SP next hop resolve with recursive prefix configuration.

RP/ 0/ 0/ CPW0: Rout er# show npls static | sp anycast_5001 detail
Tue Sep 12 20: 00:09.248 UTC

LSP Nare Label VRF AFl  Type Prefix RW Conf i gur ed
St at us
anycast _5001 5001 def aul t N A X- Connect N A Yes
Creat ed
PRI MARY SET:

[resol ve- nbde: nexthop 192. 168. 2. 1]

Path 0 : nexthop BvI1 1. 3, out-label Pop, Role: primary, Path-id:
Path 1 : nexthop BvI1 1. 4, out-label Pop, Role: primary, Path-id:
Path 2 : nexthop BvI1 1. 5, out-1|abel Pop, Role: primary, Path-id:
Path 3 : nexthop BvI1 1. 6, out-1|abel Pop, Role: primary, Path-id:

Status: valid
Status: valid
Status: valid

1.1.
1.1.
1.1.
1.1. Status: valid

Configuring MPLS Static over BVI

A Bridge-group virtua interface (BVI) isarouted interface that representsa set of interfacesthat gets bridged.
By using BV1, you can convert multiple interfaces as members of acommon broadcast domain. MPLS static
over BVI feature allows you to specify aBV |1 interface as next hop while setting up a static L SP.

Only static MPL S tunnels can use BV as anext hop. Also, aBVI next hop can be a static route, a directly
connected route (IP address, not a subnet prefix), or aroute resolved through BGP or IGP. The router will do
an MPLS label lookup on incoming MPLS traffic, perform alabel operation such as SWAP/PHP/POP, and
forward the MPL S/IP traffic through the BVI next hop. The router can perform switching for Layer 2 traffic
and routing for incoming Layer 3 MPLS traffic.

Restrictions

« If aBVI has multiple peers within a subnet, then the subnet prefix cannot be specified as the next hop
IP address (though I P addresses within the subnet are BV peers). You have to specify one of the peers
(with a specific | P address) as the next hop.

* Back up paths over BV (IPv4 or 1Pv6) are not supported.
* Fast Reroute (FRR) is not supported.

» Dynamic MPLS configuration is not supported. For example, label distribution using LDPis not supported.

Configuration Example
This example shows how to configure a BV interface as next hop for a static LSP.

RP/ 0/ 0/ CPUO: Rout er # configure terninal
RP/ 0/ 0/ CPUW0: Rout er (config)# npls static
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RP/ 0/ 0/ CPUO: Rout er (confi g-npl s-static)# interface TenG g 0/0/0/0

RP/ 0/ 0/ CPUW0: Rout er (confi g-npl s-static)# | sp bvi

RP/ 0/ 0/ CPUO: Rout er (confi g-npl s-static-1sp)# in-1abel 5001 allocate

RP/ 0/ 0/ CPUO: Rout er (confi g-npl s-static-1sp)# forward

RP/ 0/ 0/ CPUW0: Rout er (confi g-npl s-static-Isp-fwd)# path 1 nexthop BVI1 192.168.2.1 out-I abel
pop

RP/ 0/ 0/ CPUO: Rout er (confi g-npl s-static-lsp-fwd)# path 1 nexthop BVI1l 192.168.2.1 out-I abel
4444

RP/ 0/ 0/ CPUO: Rout er (confi g-npl s-static-1sp-fwd)# exit

Verification Example
The following exampl e shows the output for verifying the MPLS Static over BVI.

RP/ 0/ RPO/ CPW0: rout er# show npls interfaces
Mon May 12 06:21:30.937 DST
Interface LDP Tunnel Static Enabl ed

TenG gEO/ 0/ 0/ 5 No No Yes Yes
You can verify that the statusis "Created" for the specified label value.

RP/ 0/ RPO/ CPWO0: r out er #show npls static |ocal -1 abel all
Tue Apr 22 18:21:55.764 UTC
Label VRF Type Prefix RW Conf i gur ed St at us

24035 def aul t X- Connect NA Yes Created

MPLS Over Single-Pass GRE Tunnels

This feature supports MPL S static forwarding over a single-pass GRE tunnel at line rate. One use case is of
a Provider router sending incoming customer traffic over the GRE tunnel, addressed to an anycast virtual 1P
address (VIP) destination shared by a set of load balancing servers.

Figure 8: MPLS Over a Single-Pass GRE Tunnel

GRE Tunnel

g%y _— y S g_, network

IPv4 or IPv6 GRE Header ? GRE Header GRE Header MPLS label
Payload MPLS label 0 MPLS label MPLS label Payload
IPv4 or IPv6 IPv4 or IPv6 IPv4 or IPv6
Payload Payload Payload

In the image, you can see that the GRE tunnel begins at R1. R1 checks ACL configurations, adds an MPLS
label to the incoming packet, and then adds a GRE header. Then it sends the traffic towards R2.

R2 uses the PBR process for GRE tunnel decapsulation, and based on the MPL S label, it forwards the traffic
towards its destination.
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MPLS Over Single-Pass GRE Tunnels .

Configuration Example

This example shows how to enable MPLS static forwarding over a single-pass GRE tunnel at linerate.

GRE Tunnel Configuration on R1

The single-pass GRE tunnel starts on R1.

R1# configure

Rl(config)# interface tunnel-ipl

Rl(config-if)# ipv4d address 112.0.0.1 255.255.255.0
Rl(config-if)# tunnel node gre ipv4 encap
Rl(config-if)# tunnel source TenG gEO/0/0/2
Rl(config-if)# tunnel destination 50.0.0.1
Rl(config-if)# conmt

GRE tunnel destination address is an anycast address. GRE encapsulation must be based on an ACL or a
policy-map, or both. A destination can be an individual address or a/28 prefix.

MPLS Static Configuration on R1

R1# configure

Rl(config)# router static

Rl(config-static)# address-famly ipv4 unicast
Rl(config-static-afi)# 111.0.0.1/32 tunnel -ipl
Rl(config-static-afi)# comt

Rl(config)# npls static

Rl(config-npls-static)# | sp test

Rl(config-npls-static-Isp)# in-label 10000 allocate per-prefix 111.0.0.1/32
Rl(config-npls-static-Isp)# forward

Rl(config-npls-static-Isp-fwd)# path 1 nexthop tunnel-ipl out-I|abel 12000
Rl(config-npls-static-Isp-fwd)# commt

GRE Tunnel Configuration on R2

The single-pass GRE tunnel terminates on R2.

R2 # configure

R2(config)# interface tunnel-ipl

R2(config-if)# ipv4d address 112.0.0.2 255.255.255.0
R2(config-if)# tunnel node gre ipv4 encap
R2(config-if)# tunnel source TenG gEO/0/0/ 2
R2(config-if)# tunnel destination 10.0.0.1
R2(config-if)# conmt

Verification

Tunnel-IP configuration on R1

R1# show runni ng-config interface tunnel-ip 1

interface tunnel-ipl
i pv4 address 112.0.0.1 255. 255.255.0
tunnel node gre ipv4 encap
tunnel source TenG gEO/ 0/ 0/ 2
tunnel destination 50.0.0.1
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MPLS Static Configuration on R1

R1# show runni ng-config router static

router static
address-fam |y ipv4 unicast
111.0.0.1/32 tunnel -ipl
!
!

R1# show running-config npls static

mpls static
Isp test
in-1abel 10000 allocate per-prefix 111.0.0.1/32
forward

path 1 nexthop tunnel-ipl out-Iabel 12000
!

Tunnel-IP Configuration on R2

R2# show runni ng-config int tunnel-ip 1

interface tunnel-ipl

i pv4 address 112.0.0.2 255.255.255.0
tunnel node gre ipv4d

tunnel source TenG gEO/ 0/ 0/ 2

tunnel destination 10.0.0.1
!

PBR Configuration for GRE Tunnel Decapsulation on R2

R2# show cl ass-map type traffic nmatch-all

class-map type traffic match-all test _grel
mat ch protocol gre
mat ch destination-address ipv4 50.0.0.1 255. 255. 255. 255
mat ch source-address ipv4 10.0.0.1 255. 255. 255. 255
end- cl ass- map
|
policy-map type pbr Pl-test
class type traffic test_grel
decapsul ate gre

class type traffic class-default
|

end- pol i cy- map
!

vrf-policy
vrf default address-family ipv4 policy type pbr input P1l-test
!
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CHAPTER 3

Implementing MPLS Traffic Engineering

Traditional 1P routing emphasizes on forwarding traffic to the destination as fast as possible. As aresult, the
routing protocols find out the least-cost route according to its metric to each destination in the network and
every router forwards the packet based on the destination IP address and packets are forwarded hop-by-hop.
Thus, traditional 1P routing does not consider the available bandwidth of the link. This can cause some links
to be over-utilized compared to others and bandwidth is not efficiently utilized. Traffic Engineering (TE) is
used when the problems result from inefficient mapping of traffic streams onto the network resources. Traffic
engineering allows you to control the path that data packets follow and moves traffic flows from congested
links to non-congested links that would not be possible by the automatically computed destination-based
shortest path.

Multiprotocol Label Switching (MPLS) with its label switching capabilities, eliminates the need for an IP
routelook-up and createsavirtual circuit (V C) switching function, allowing enterprises the same performance
on their IP-based network services as with those delivered over traditional networks such as Frame Relay or
Asynchronous Transfer Mode (ATM). MPL S traffic engineering (MPLS-TE) relies on the MPL S backbone
to replicate and expand upon the TE capabilities of Layer 2 ATM and Frame Relay networks.

MPLS-TE learns the topology and resources available in a network and then maps traffic flows to particular
paths based on resource requirements and network resources such as bandwidth. MPLS-TE builds a
unidirectional tunnel from a source to a destination in the form of alabel switched path (L SP), which isthen
used to forward traffic. The point where the tunnel beginsis called the tunnel headend or tunnel source, and
the node where the tunnel endsis called the tunnel tailend or tunnel destination. A router through which the
tunnel passesis called the mid-point of the tunnel.

MPL S uses extensions to a link-state based Interior Gateway Protocol (IGP), such as Intermediate
System-to-Intermediate System (1S-1S) or Open Shortest Path First (OSPF). MPLS calculates TE tunnels at
the L SP head based on required and available resources (constraint-based routing). If configured, the IGP
automatically routes the traffic onto these LSPs. Typically, a packet that crosses the MPLS-TE backbone
travelson asingle L SP that connectsthe ingress point to the egress point. MPLS TE automatically establishes
and maintains the L SPs across the MPL S network by using the Resource Reservation Protocol (RSVP).

Note

Combination of unlabelled paths protected by labelled pathsis not supported.

* Overview of MPLS-TE Features, on page 32
* How MPLS-TE Works, on page 32

* Configuring MPLS-TE, on page 33

* MPLS-TE Features - Details, on page 50
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Overview of MPLS-TE Features

In MPLS traffic engineering, | GP extensions flood the TE information across the network. Once the IGP
distributes the link attributes and bandwidth information, the headend router calculates the best path from
head to tail for the MPLS-TE tunnel. This path can a so be configured explicitly. Once the path is cal culated,
RSVP-TE is used to set up the TE LSP (Labeled Switch Path).

Toforward thetraffic, you can configure autoroute, forward adjacency, or static routing. The autoroute feature
announces the routes assigned by the tailend router and its downstream routes to the routing table of the
headend router and the tunnel is considered as a directly connected link to the tunnel.

If forward adjacency is enabled, MPLS-TE tunnel is advertised as alink in an IGP network with the link's
cost associated with it. Routers outside of the TE domain can see the TE tunnel and use it to compute the
shortest path for routing traffic throughout the network.

MPLS-TE provides protection mechanism known as fast reroute to minimize packet loss during afailure. For
fast reroute, you need to create back up tunnels. The autotunnel backup feature enablesarouter to dynamically
build backup tunnels when they are needed instead of pre-configuring each backup tunnel and then assign
the backup tunnel to the protected interfaces.

Diff Serv Aware Traffic Engineering (DS-TE) enables you to configure multiple bandwidth constraints on an
MPL S-enabled interface to support various classes of service (CoS). These bandwidth constraints can be
treated differently based on the requirement for the traffic class using that constraint.

The MPL S traffic engineering auto-tunnel mesh feature allows you to set up full mesh of TE tunnels
automatically with aminimal set of MPL Straffic engineering configurations. The MPLS-TE auto bandwidth
feature allows you to automatically adjusts bandwidth based on traffic patterns without traffic disruption.

The MPLS-TE interarea tunneling feature allows you to establish TE tunnels spanning multiple Interior
Gateway Protocol (IGP) areas and levels, thus eliminating the requirement that headend and tailend routers
should residein asingle area.

For detailed information about MPLS-TE features, see MPLS-TE Features - Details, on page 50.

How MPLS-TE Works

MPLS-TE automatically establishes and maintainslabel switched paths (L SPs) across the backbone by using
RSVP. The path that an L SP uses is determined by the L SP resource requirements and network resources,
such as bandwidth. Available resources are flooded by extensionsto alink state based Interior Gateway
Protocol (IGP). MPLS-TE tunnelsare calculated at the L SP headend router, based on afit between the required
and available resources (constraint-based routing). The |GP automatically routes the traffic to these L SPs.
Typically, a packet crossing the MPLS-TE backbone travels on asingle L SP that connects the ingress point
to the egress point.

The following sections describe the components of MPLS-TE:

Tunnel Interfaces

From aLayer 2 standpoint, an MPL S tunnel interface represents the headend of an LSP. It is configured with
a set of resource requirements, such as bandwidth and media requirements, and priority. From a Layer 3
standpoint, an LSP tunnel interface is the headend of aunidirectional virtual link to the tunnel destination.
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MPLS-TE Path Calculation Module

This calculation module operates at the L SP headend. The module determines a path to use for an LSP. The
path calculation uses a link-state database containing flooded topology and resource information.

RSVP with TE Extensions
RSV P operates at each L SP hop and is used to signal and maintain L SPs based on the calculated path.

MPLS-TE Link Management Module

This module operates at each L SP hop, performslink call admission on the RSV P signaling messages, and
keep track on topology and resource information to be flooded.

Link-state IGP

Either Intermediate System-to-Intermediate System (IS-1S) or Open Shortest Path First (OSPF) can be used
as|GPs. These IGPs are used to globally flood topology and resource information from the link management
module.

Label Switching Forwarding

This forwarding mechanism provides routers with a Layer 2-like ability to direct traffic across multiple hops
of the LSP established by RSV P signaling.

Configuring MPLS-TE

MPLS-TE requires co-ordination among several global neighbor routers. RSVP, MPLS-TE and IGP are
configured on al routers and interfacesin the MPL Straffic engineering network. Explicit path and TE tunnel
interfaces are configured only on the head-end routers. MPLS-TE requires some basic configuration tasks
explained in this section.

Building MPLS-TE Topology

Building MPL S-TE topology, sets up the environment for creating MPL S-TE tunnels. This procedureincludes
the basic node and interface configuration for enabling MPLS-TE. To perform constraint-based routing, you
need to enable OSPF or |S-1S as | GP extension.

Before You Begin
Before you start to build the MPLS-TE topology, the following pre-requisites are required:

* Stable router 1D isrequired at either end of the link to ensure that the link is successful. If you do not
assign arouter 1D, the system defaults to the global router ID. Default router I Ds are subject to change,
which can result in an unstable link.

 Enable RSVP on the port interface.

Example

This example enables MPLS-TE on anode and then specifiesthe interface that is part of the MPLS-TE. Here,
OSPF is used as the |GP extension protocol for information distribution.
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RP/ 0/ RPO/ CPUO: r out er# configure

RP/ 0/ RPO/ CPUO: rout er (config)# npls traffic-eng

RP/ 0/ RPO/ CPUO: rout er (config-npl s-te)# interface hundredG gEO/0/1/0

RP/ 0/ RPO/ CPUO: rout er (config)# router ospf area 1

RP/ 0/ RPO/ CPUO: rout er (confi g-ospf)# area O

RP/ 0/ RPO/ CPUO: rout er (confi g-ospf-ar)# npls traffic-eng

RP/ 0/ RPO/ CPUO: r out er (confi g-ospf-ar)# interface hundredG gEO/0/1/0

RP/ 0/ RPO/ CPWO: r out er (confi g-ospf-ar-if)# exit

RP/ 0/ RPO/ CPUO: rout er (confi g-ospf)# npls traffic-eng router-id 192.168.70.1
RP/ 0/ RPO/ CPUO: rout er (config)# conmm t

Example

This example enables MPL S-TE on anode and then specifiesthe interface that is part of the MPLS-TE. Here,
ISISisused as the IGP extension protocol for information distribution.

RP/ 0/ RPO/ CPWO0: r out er # confi gure

RP/ 0/ RPO/ CPW0: rout er (config)# npls traffic-eng

RP/ 0/ RPO/ CPWO0: r out er (confi g-npl s-te)# interface hundredG gEO/ 0/ 1/0
RP/ 0/ RPO/ CPW0: rout er (config)# router isis 1

RP/ 0/ RPO/ CPWO0: r out er (confi g-isis)# net 47.0001. 0000. 0000. 0002. 00
RP/ 0/ RPO/ CPWO0: rout er (confi g-i sis)# address-family ipv4 unicast
RP/ 0/ RPO/ CPW0: rout er (config-isis-af)# netric-style wide

RP/ 0/ RPO/ CPW0: rout er (config-isis-af)# npls traffic-eng level 1
RP/ 0/ RPO/ CPW0: rout er (config-isis-af)# exit

RP/ 0/ RPO/ CPWO0: r out er (confi g-isis)# interface hundredG gEO/ 0/ 1/0
RP/ 0/ RPO/ CPW0: rout er (config-isis-if)# exit

RP/ 0/ RPO/ CPWO0: r out er (confi g)# conmi t

Related Topics
* How MPLS-TE Works, on page 32

* Creating an MPLS-TE Tunnel, on page 34

Creating an MPLS-TE Tunnel

Creatingan MPLS-TE tunnel isa process of customizing the traffic engineering to fit your network topol ogy.
The MPLS-TE tunnel is created at the headend router. You need to specify the destination and path of the TE
LSP.

To steer traffic through the tunnel, you can use the following ways:
* Static Routing
* Autoroute Announce

« Forwarding Adjacency

From the 7.1.1 release, | S-1S autoroute announce function is enhanced to redirect traffic from a source IP
address prefix to a matching IP address assigned to an MPLS-TE tunnel destination interface.

Before You Begin
The following prerequisites are required to create an MPLS-TE tunnel:

* You must have arouter ID for the neighboring router.
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« Stable router ID isrequired at either end of the link to ensure that the link is successful. If you do not
assign arouter 1D to therouters, the system defaultsto the global router ID. Default router IDs are subject
to change, which can result in an unstable link.

Configuration Example

This example configures an MPLS-TE tunnel on the headend router with a destination IP address
192.168.92.125. The bandwidth for the tunnel, path-option, and forwarding parameters of the tunnel are also
configured. You can use static routing, autoroute announce or forwarding adjacency to steer traffic through
the tunnel.

RP/ 0/ RPO/ CPWO0: r out er # confi gure

RP/ 0/ RPO/ CPW0: rout er (config)# interface tunnel-te 1

RP/ 0/ RPO/ CPW0: rout er (config-if)# destination 192.168.92. 125

RP/ 0/ RPO/ CPWO: rout er (config-if)# i pv4d unnunbered LoopbackO

RP/ 0/ RPO/ CPW0: rout er (config-if)# path-option 1 dynamic

RP/ 0/ RPO/ CPW0: r out er (confi g-i f)# autoroute announce or forwarding adjacency
RP/ 0/ RPO/ CPWO: rout er (confi g-if)# signall ed-bandwi dth 100

RP/ 0/ RPO/ CPWO0: r out er (confi g)# conmit

Verification

Verify the configuration of MPLS-TE tunnel using the following command.

RP/ 0/ RPO/ CPWO: rout er# show npl s traffic-engineering tunnels brief

Signalling Summary:
LSP Tunnel s Process: running
RSVP Process: running
Forwar di ng: enabl ed
Periodic reoptimzation: every 3600 seconds, next in 2538 seconds
Periodic FRR Pronotion: every 300 seconds, next in 38 seconds
Aut o- bw enabl ed tunnels: 0 (disabled)
TUNNEL NAME DESTI NATI ON STATUS STATE

tunnel -tel 192. 168. 92. 125 up up
Di splayed 1 up, O down, O recovering, O recovered heads

Automatic Modification Of An MPLS-TE Tunnel’s Metric

If the IGP calculation on arouter resultsin an equal cost multipath (ECM P) scenario where next-hop interfaces
areamix of MPLS-TE tunnels and physical interfaces, you may want to ensure that a TE tunnel is preferred.
Consider this topology:
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Figure 9: MPLS-TE Tunnel

R1 Tunnel-te 1 R2

R3

1. All linksin the network have a metric of 5.
2. To offload a congested link between R3 and R4, an MPLS-TE tunnel is created from R3 to R2.

3. If the metric of the tunnel isalso 5, traffic from R3 to R5 is |oad-balanced between the tunnel and the
physica R3-R4 link.

To ensure that the MPLS-TE tunnel is preferred in such scenarios, configure the autor oute metric command
on the tunnel interface. The modified metric is applied in the routing information base (RIB), and the tunnel
is preferred over the physical path of the same metric. Sample configuration:

Rout er# configure
Router(config)# interface tunnel-te 1
Router(config-if)# autoroute nmetric relative -1

The autoroute metric command syntax is autoroute metric { absolutejrelative} value

« absolute enabl es the absolute metric mode, for ametric range between 1 and 2147483647.

« relative enables the relative metric mode, for a metric range between -10 and 10, including zero.

Note

Since the relative metric is not saved in the | GP database, the advertised metric of the MPLS-TE tunnel
remains 5, and doesn't affect SPF cal cul ation outcomes on other nodes.

Related Topics
* How MPLS-TE Works, on page 32

* Building MPLS-TE Topology , on page 33
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Configuring Fast Reroute

Fast reroute (FRR) provides link protection to L SPs enabling the traffic carried by L SPs that encounter a
failed link to bererouted around the failure. The reroute decision is controlled locally by the router connected
tothefailed link. The headend router on the tunnel isnotified of thelink failurethrough |GP or through RSV P.
When it is notified of alink failure, the headend router attempts to establish a new L SP that bypasses the
failure. This provides a path to reestablish links that fail, providing protection to data transfer. The path of
the backup tunnel can be an IP explicit path, a dynamically calculated path, or a semi-dynamic path. For
detailed conceptual information on fast reroute, see MPLS-TE Features - Details, on page 50

Before You Begin
The following prerequisites are required to create an MPLS-TE tunnel:

* You must have arouter 1D for the neighboring router.

« Stable router ID isrequired at either end of the link to ensure that the link is successful. If you do not
assign arouter I D to therouters, the system defaultsto the global router ID. Default router | Ds are subject
to change, which can result in an unstable link.

Configuration Example

This example configures fast reroute on an MPLS-TE tunnel. Here, tunnel-te 2 is configured as the back-up
tunnel. You can use the protected-by command to configure path protection for an explicit path that is
protected by another path.

RP/ 0/ RPO/ CPUO: rout er # configure

RP/ 0/ RPO/ CPUO: rout er (config)# interface tunnel-te 1

RP/ 0/ RPO/ CPU0: rout er (config-if)# fast-reroute

RP/ 0/ RPO/ CPU0: rout er (config-if)# exit

RP/ 0/ RPO/ CPUO: rout er (config)# npls traffic-eng

RP/ 0/ RPO/ CPUO: rout er (confi g-npl s-te)# interface HundredG gabitEthernet0/0/1/0
RP/ 0/ RPO/ CPUO: rout er (confi g-npl s-te-if)# backup-path tunnel-te 2

RP/ 0/ RPO/ CPUO: rout er (config)# interface tunnel-te 2

RP/ 0/ RPO/ CPUO: rout er (confi g-if)# backup-bw gl obal - pool 5000

RP/ 0/ RPO/ CPUO: rout er (config-if)# i pv4d unnunbered LoopbackO

RP/ 0/ RPO/ CPUO: rout er (config-if)# destination 192.168.92.125

RP/ 0/ RPO/ CPUO: rout er (config-if)# path-option | explicit nane backup-path protected by 10
RP/ 0/ RPO/ CPUO: rout er (config-if)# path-option |0 dynamic

RP/ 0/ RPO/ CPUO: rout er (confi g)# comm t

Verification

Usethe show mplstraffic-eng fast-reroute database command to verify the fast reroute configuration.

RP/ 0/ RPO/ CPUO: rout er# show npls traffic-eng fast-reroute database

Tunnel head FRR i nfornmation:

Tunnel Qut intf/label FRR i ntf /I abel St at us
tt 4000 Hundr edG gabi t Et hernet 0/0/1/0: 34 tt1000: 34 Ready
tt4001 Hundr edG gabi t Et hernet 0/0/1/0: 35 tt1001: 35 Ready
tt4002 Hundr edG gabi t Et hernet 0/ 0/ 1/0: 36 tt1001: 36 Ready

Related Topics
* Configuring MPLS-TE, on page 33
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* Configuring Auto-Tunnel Backup, on page 38
« Configuring Next Hop Backup Tunnel, on page 39
* MPLS-TE Features - Details, on page 50

Configuring Auto-Tunnel Backup

The MPLS Traffic Engineering Auto-Tunnel Backup feature enables a router to dynamically build backup
tunnels on the interfaces that are configured with MPLS TE tunnels instead of building MPLS-TE tunnels
statically.

The MPLS-TE Auto-Tunnel Backup feature has these benefits:

« Backup tunnels are built automatically, eliminating the need for usersto pre-configure each backup
tunnel and then assign the backup tunnel to the protected interface.

« Protection is expanded—FRR does not protect | P traffic that is not using the TE tunnel or Label
Distribution Protocol (LDP) labels that are not using the TE tunnel.

The TE attribute-set template that specifies a set of TE tunnel attributes, islocally configured at the headend
of auto-tunnels. The control plane triggers the automatic provisioning of a corresponding TE tunnel, whose
characteristics are specified in the respective attribute-set.

Configuration Example

This example configures Auto-Tunnel backup on an interface and specifies the attribute-set template for the
auto tunnels. In this example, unused backup tunnels are removed every 20 minutes using atimer and also
the range of tunnel interface numbers are specified.

RP/ 0/ RPO/ CPUO: rout er # configure

RP/ 0/ RPO/ CPUO: rout er (config)# npls traffic-eng

RP/ 0/ RPO/ CPUO: rout er (confi g-npl s-te)# interface HundredG gabit Et hernet 0/ 0/ 0/ 30/0/1/0
RP/ 0/ RPO/ CPUO: rout er (confi g-npl s-te-if)# auto-tunnel backup

RP/ 0/ RPO/ CPUO: r out er (confi g-npl s-te-if-auto-backup)# attri bute-set ab

RP/ 0/ RPO/ CPUO: r out er (confi g-npl s-te)# auto-tunnel backup tiners renoval unused 20
RP/ 0/ RPO/ CPUO: r out er (confi g-npl s-te)# auto-tunnel backup tunnel-id mn 6000 max 6500
RP/ 0/ RPO/ CPUO: rout er (config)# conmm t

Verification

This example shows a sample output for automatic backup tunnel configuration.
RP/ 0/ RPO/ CPUO: rout er# show npls traffic-eng tunnels brief

TUNNEL NAME DESTI NATI ON STATUS STATE
tunnel -te0 200.0.0.3 up up
tunnel -tel 200.0.0.3 up up
tunnel -te2 200.0.0.3 up up
tunnel -t e50 200.0.0.3 up up

*tunnel -t e60 200.0.0.3 up up
*tunnel -te70 200.0.0.3 up up
*tunnel -t e80 200.0.0.3 up up

Related Topics
« Configuring Fast Reroute , on page 37
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« Configuring Next Hop Backup Tunnel, on page 39
* MPLS-TE Features - Details, on page 50

Configuring Next Hop Backup Tunnel

The backup tunnels that bypass only asingle link of the LSP path are referred as Next Hop (NHOP) backup
tunnel s because they terminate at the L SP's next hop beyond the point of failure. They protect LSPs, if alink
along their path fails, by rerouting the L SP traffic to the next hop, thus bypassing the failed link.

Configuration Example

This example configures next hop backup tunnel on an interface and specifies the attribute-set template for
the auto tunnels. In this example, unused backup tunnels are removed every 20 minutes using atimer and also

the range of tunnel interface numbers are specified.

RP/ 0/ RPO/ CPUO: rout er # configure

RP/ 0/ RPO/ CPUO: rout er (config)# npls traffic-eng

RP/ 0/ RPO/ CPUO: rout er (confi g-npl s-te)# interface HundredG gabit Et hernet 0/ 0/ 1/0

RP/ 0/ RPO/ CPUO: rout er (confi g-npl s-te-if)# auto-tunnel backup nhop-only

RP/ 0/ RPO/ CPUO: r out er (confi g-nmpl s-te-if-auto-backup)# attribute-set ab

RP/ 0/ RPO/ CPUO: r out er (confi g- nmpl s-te)# auto-tunnel backup tiners renoval unused 20
RP/ 0/ RPO/ CPUO: r out er (confi g-nmpl s-te)# auto-tunnel backup tunnel-id mn 6000 max 6500
RP/ 0/ RPO/ CPUO: rout er (confi g)# conm t

Related Topics
* Configuring Auto-Tunnel Backup, on page 38

* Configuring Fast Reroute , on page 37
* MPLS-TE Features - Details, on page 50

Configuring SRLG Node Protection

Shared Risk Link Groups (SRLG) in MPL Straffic engineering refer to situationsin which linksin a network
share common resources. These links have a shared risk, and that is when one link fails, other linksin the
group might fail too.

OSPF and IS-1S flood the SRLG value information (including other TE link attributes such as bandwidth
availability and affinity) using a sub-type length value (sub-TLV), so that al routersin the network have the
SRLG information for each link.

MPLS-TE SRL G feature enhances backup tunnel path selection by avoiding using links that are in the same
SRLG astheinterfacesit is protecting while creating backup tunnels.

Configuration Example

This example creates a backup tunnel and excludes the protected node I P address from the explicit path.

RP/ 0/ RPO/ CPUO: rout er # configure

RP/ 0/ RPO/ CPUO: rout er (config)# npls traffic-eng

RP/ 0/ RPO/ CPUO: rout er (config-npl s-te)# interface HundredG gabit Et hernet 0/ 0/ 0/ 30/0/1/0
RP/ 0/ RPO/ CPUO: r out er (confi g-npl s-te-if)# backup-path tunnl-te 2

RP/ 0/ RPO/ CPUO: rout er (config-npls-te-if)# exit
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RP/ 0/ RPO/ CPW0: rout er (config)# interface tunnel-te 2

RP/ 0/ RPO/ CPUO: rout er (config-if)# i pv4d unnunbered LoopbackO

RP/ 0/ RPO/ CPW0: rout er (config-if)# path-option 1 explicit nane backup-srig
RP/ 0/ RPO/ CPUO: rout er (config-if)# destination 192.168.92. 125

RP/ 0/ RPO/ CPW0: rout er (config-if)# exit

RP/ 0/ RPO/ CPUO: rout er (confi g)# explicit-path nane backup-srl g-nodep

RP/ 0/ RPO/ CPUO: rout er (config-if)# index 1 exclude-address 192.168.91.1
RP/ 0/ RPO/ CPUO: rout er (config-if)# index 2 exclude-srlg 192.168.92.2

RP/ 0/ RPO/ CPUO: rout er (config)# conmm t

Related Topics
* Configuring Fast Reroute , on page 37
*« MPLS-TE Features - Details, on page 50

Configuring Pre-Standard DS-TE

Regular traffic engineering does not provide bandwidth guarantees to different traffic classes. A single
bandwidth constraint isused in regular TE that is shared by all traffic. MPLS DS-TE enablesyou to configure
multiple bandwidth constraints on an MPL S-enabled interface. These bandwidth constraints can be treated
differently based on the requirement for the traffic class using that constraint. Cisco 10S X R software supports
two DS-TE modes: Pre-standard and |ETF. Pre-standard DS-TE uses the Cisco proprietary mechanisms for
RSVP signaling and |GP advertisements. This DS-TE mode does not interoperate with third-party vendor
equipment. Pre-standard DS-TE is enabled only after configuring the sub-pool bandwidth values on

MPL S-enabled interfaces.

Pre-standard Diff-Serve TE mode supports asingle bandwidth constraint model aRussian Doll Model (RDM)
with two bandwidth pools: global-pool and sub-pool.

Before You Begin
The following prerequisites are required to configure a Pre-standard DS-TE tunnel.

* You must have arouter ID for the neighboring router.

* Stablerouter 1D isrequired at either end of the link to ensure that the link is successful. If you do not
assign arouter 1D to therouters, the system defaultsto the global router ID. Default router |Ds are subject
to change, which can result in an unstable link.

Configuration Example

This example configures a pre-standard DS-TE tunnel.

RP/ 0/ RPO/ CPUO: rout er # configure

RP/ 0/ RPO/ CPUO: rout er (config)# rsvp interface HundredG gabit Et hernet 0/0/0/3
RP/ 0/ RPO/ CPUWO: r out er (confi g-rsvp-if)# bandw dth 100 150 sub-pool 50

RP/ 0/ RPO/ CPUO: rout er (config-rsvp-if)# exit

RP/ 0/ RPO/ CPUO: rout er (config)# interface tunnel-te 2

RP/ 0/ RPO/ CPUO: rout er (config-if)# signalled bandwi dth sub-pool 10

RP/ 0/ RPO/ CPUO: rout er (confi g)# conmi t
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Verification

Use the show mplstraffic-eng topology command to verify the pre-standard DS-TE tunnel configuration.

Related Topics
* Configuring an IETF DS-TE Tunnel Using RDM, on page 41

« Configuring an IETF DS-TE Tunnel Using MAM, on page 42
* MPLS-TE Features - Details, on page 50

Configuring an IETF DS-TE Tunnel Using RDM

IETF DS-TE mode uses | ETF-defined extensions for RSV P and | GP. This mode interoperate with third-party
vendor equipment.

|ETF mode supports multiple bandwidth constraint models, including Russian Doll Model (RDM) and
Maximum Allocation Model (MAM), both with two bandwidth pools. In an IETF DS-TE network, identical
bandwidth constraint models must be configured on all nodes.

Before you Begin
The following prerequisites are required to create a IETF mode DS-TE tunnel using RDM:

* You must have arouter 1D for the neighboring router.

« Stable router ID isrequired at either end of the link to ensure that the link is successful. If you do not
assign arouter 1D to therouters, the system defaultsto the global router ID. Default router IDs are subject
to change, which can result in an unstable link.

Configuration Example

This example configures an IETF DS-TE tunnel using RDM.

RP/ 0/ RPO/ CPUO: rout er # configure

RP/ 0/ RPO/ CPUO: rout er (config)# rsvp interface HundredG gabit Et hernet 0/0/0/3
RP/ 0/ RPO/ CPUO: r out er (confi g-rsvp-if)# bandw dth rdm 100 150

RP/ 0/ RPO/ CPW0: rout er (confi g-rsvp-if)# exit

RP/ 0/ RPO/ CPUO: rout er (config)# npls traffic-eng

RP/ 0/ RPO/ CPUO: rout er (config-npl s-te)# ds-te node ietf

RP/ 0/ RPO/ CPUO: rout er (config-npls-te)# exit

RP/ 0/ RPO/ CPUO: rout er (config)# interface tunnel-te 2

RP/ 0/ RPO/ CPUO: rout er (config-if)# signalled bandw dth sub-pool 10

RP/ 0/ RPO/ CPUO: rout er (config)# comm t

Verification
Usethe show mplstraffic-eng topology command to verify the [IETF DS-TE tunnel using RDM configuration.

Related Topics
* Configuring Pre-Standard DS-TE, on page 40

* Configuring an IETF DS-TE Tunnel Using MAM, on page 42
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* MPLS-TE Features - Details, on page 50

Configuring an IETF DS-TE Tunnel Using MAM

IETF DS-TE mode uses |ETF-defined extensionsfor RSV P and |GP. Thismodeinteroperateswith third-party
vendor equipment. | ETF mode supports multiple bandwidth constraint models, including Russian Doll Model
(RDM) and Maximum Allocation Model (MAM), both with two bandwidth pools.

Configuration Example
This example configures an IETF DS-TE tunnel using MAM.

RP/ 0/ RPO/ CPU0: router # configure

RP/ 0/ RPO/ CPW0: rout er (config)# rsvp interface HundredG gabit Et hernet 0/0/0/3
RP/ 0/ RPO/ CPWO0: r out er (confi g-rsvp-if)# bandwi dt h nmam nax-reservabl e- bw 1000 bcO 600 bcl 400
RP/ 0/ RPO/ CPW0: rout er (confi g-rsvp-if)# exit

RP/ 0/ RPO/ CPW0: rout er (config)# npls traffic-eng

RP/ 0/ RPO/ CPWO: rout er (confi g-npl s-te)# ds-te node ietf

RP/ 0/ RPO/ CPWO: r out er (confi g-npl s-te)# ds-te bc-nodel nmam

RP/ 0/ RPO/ CPW0: rout er (confi g-npl s-te)# exit

RP/ 0/ RPO/ CPUO: rout er (config)# interface tunnel-te 2

RP/ 0/ RPO/ CPWO: rout er (config-if)# signalled bandw dth sub-pool 10

RP/ 0/ RPO/ CPUO: rout er (config)# comm t

Verification

Usethe show mplstraffic-eng topology command to verify theIETF DS-TE tunnel using MAM configuration.

Related Topics
* Configuring an IETF DS-TE Tunnel Using RDM, on page 41
« Configuring Pre-Standard DS-TE, on page 40
* MPLS-TE Features - Details, on page 50

Configuring Flexible Name-Based Tunnel Constraints

MPLS-TE Flexible Name-based Tunnel Constraints provides a simplified and more flexible means of
configuring link attributes and path affinities to compute paths for the MPLS-TE tunnels.

Intraditional TE, linksare configured with attribute-flagsthat are flooded with TE link-state parameters using
Interior Gateway Protocols (IGPs), such as Open Shortest Path First (OSPF).

MPLS-TE Flexible Name-based Tunnel Constraints lets you assign, or map, up to 32 color names for affinity
and attribute-flag attributesinstead of 32-bit hexadecimal numbers. After mappings are defined, the attributes
can be referred to by the corresponding color name.

Configuration Example

This example shows assigning a how to associate a tunnel with affinity constraints.

RP/ 0/ RPO/ CPUO: rout er# configure
RP/ 0/ RPO/ CPUO: rout er (config)# npls traffic-eng
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RP/ 0/ RPO/ CPUO: rout er (config-npls-te)# affinity-map red 1

RP/ 0/ RPO/ CPW0: rout er (confi g-npl s-te)# interface HundredG gabit Et her net 0/ 0/ 0/ 30/ 0/ 1/ 0
RP/ 0/ RPO/ CPUO: rout er (config-npls-te-if)# attribute-names red

RP/ 0/ RPO/ CPW0: rout er (config)# interface tunnel-te 2

RP/ 0/ RPO/ CPW0: rout er (config-if)# affinity include red

RP/ 0/ RPO/ CPUO: rout er (config)# comm t

Configuring Automatic Bandwidth

Automatic bandwidth allows you to dynamically adjust bandwidth reservation based on measured traffic.
MPLS-TE automatic bandwidth monitors the traffic rate on atunnel interface and resizes the bandwidth on
thetunnel interfaceto alignit closely with thetraffic in thetunnel. MPL S-TE automatic bandwidth is configured
onindividual Label Switched Paths (L SPs) at every headend router.

The following tabl e specifies the parameters that can be configured as part of automatic bandwidth
configuration.

Table 1: Automatic Bandwidth Parameters

Bandwidth Parameters Description

Application frequency Configures how often the tunnel bandwidths changed
for each tunnel. The default value is 24 hours.

Bandwidth limit Configures the minimum and maximum automatic
bandwidth to set on atunnel.

Bandwidth collection frequency Enables bandwidth collection without adjusting the
automatic bandwidth. The default valueis5 minutes.

Overflow threshold Configures tunnel overflow detection.

Adjustment threshold Configuresthe tunnel-bandwidth change threshold to

trigger an adjustment.

Configuration Example

Thisexampl e enables automatic bandwidth on MPLS-TE tunnel interface and configure the following automatic
bandwidth variables.

* Application frequency
* Bandwidth limit
* Adjustment threshold

» Overflow detection

RP/ 0/ RPO/ CPUO: r out er# configure

RP/ 0/ RPO/ CPW0: rout er (config)# interface tunnel-te 1

RP/ 0/ RPO/ CPUO: rout er (config-if)# auto-bw

RP/ 0/ RPO/ CPUO: r out er (confi g-i f-tunte-autobw)# application 1000

RP/ 0/ RPO/ CPWO: rout er (confi g-if-tunte-autobw# bw-linmt nmn 30 nax 1000

RP/ 0/ RPO/ CPWO: r out er (confi g-i f-tunte-aut obw)# adj ust nent-threshold 50 nmin 800
RP/ 0/ RPO/ CPUO: r out er (confi g-if-tunte-autobw)# overflow threshold 100 limt 1
RP/ 0/ RPO/ CPUO: rout er (config)# conm t
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Verification

Verify the automatic bandwidth configuration using the show mplstraffic-eng tunnels auto-bw brief
command.

RP/ 0/ RPO/ CPWO: rout er# show npls traffic-eng tunnel s auto-bw bri ef

Tunnel LSP Last appl Requested Signalled Hi ghest Application
Nane ID  BWkbps) BW kbps) BW kbps) BW kbps) Time Left
tunnel -tel 5 500 300 420 1h 10m

Related Topics
* MPLS-TE Features - Details, on page 50

Configuring Auto-Tunnel Mesh

The MPLS-TE auto-tunnel mesh (auto-mesh) feature allows you to set up full mesh of TE Point-to-Point
(P2P) tunnel s automatically with aminimal set of MPL Straffic engineering configurations. You can configure
one or more mesh-groups and each mesh-group requires adestination-list (1Pv4 prefix-list) listing destinations,
which are used as destinations for creating tunnels for that mesh-group.

You can configure MPL S-TE auto-mesh type attribute-sets (templates) and associate them to mesh-groups.
Label Switching Routers (LSRs) can create tunnels using the tunnel properties defined in this attribute-set.

Auto-Tunnel mesh configuration minimizestheinitial configuration of the network. You can configure tunnel
properties template and mesh-groups or destination-lists on TE L SRs that further creates full mesh of TE
tunnel s between those L SRs. It eliminates the need to reconfigure each existing TE LSR in order to establish
afull mesh of TE tunnels whenever anew TE LSR is added in the network.

Configuration Example

This example configures an auto-tunnel mesh group and specifies the attributes for the tunnels in the
mesh-group.

RP/ 0/ RPO/ CPUO: rout er # configure

RP/ 0/ RPO/ CPUO: rout er (config)# npls traffic-eng

RP/ 0/ RPO/ CPUO: r out er (confi g-npl s-te)# auto-tunnel nesh

RP/ 0/ RPO/ CPUO: r out er (confi g- npl s-te-aut o-mesh)# tunnel-id min 1000 max 2000
RP/ 0/ RPO/ CPUO: r out er (confi g- npl s-t e-aut o- mesh)# group 10

RP/ 0/ RPO/ CPUO: r out er (confi g- npl s-t e-aut o- mesh-group) # attri bute-set 10

RP/ 0/ RPO/ CPUO: r out er (confi g- npl s-t e- aut o- mesh-group) # destination-1ist dl-65
RP/ 0/ RPO/ CPUO: rout er (config-npl s-te)# attribute-set auto-mesh 10

RP/ 0/ RPO/ CPUO: rout er (confi g-npl s-te-attri bute-set)# autoroute announce

RP/ 0/ RPO/ CPUO: rout er (confi g-npl s-te-attri bute-set)# auto-bw coll ect-bwonly
RP/ 0/ RPO/ CPUO: rout er (confi g)# conmi t

Verification

Verify the auto-tunnel mesh configuration using the show mplstraffic-eng auto-tunnel mesh command.
RP/ 0/ RPO/ CPWO: r out er# show npls traffic-eng auto-tunnel nesh

Aut o-tunnel Mesh d obal Configuration:

Unused renoval timeout: 1h Om Os
Configured tunnel nunber range: 1000-2000
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Aut o-tunnel Mesh G oups Summary:
Mesh Groups count: 1
Mesh Groups Destinations count: 3
Mesh G oups Tunnel s count:
3 created, 3 up, 0 down, 0 FRR enabl ed

Mesh Group: 10 (3 Destinations)
Status: Enabl ed
Attribute-set: 10
Destination-list: dl-65 (Not a prefix-Ilist)
Recreate tiner: Not running

Desti nation Tunnel |D State Unused tiner
192.168.0. 2 1000 up Not runni ng
192.168.0. 3 1001 up Not runni ng
192.168.0. 4 1002 up Not runni ng

Di spl ayed 3 tunnels, 3 up, 0 down, O FRR enabl ed

Aut o- nesh Cunul ative Counters:

Last cleared: Wd Oct 3 12:56:37 2015 (02: 39: 07 ago)
Tot al

Cr eat ed:
Connect ed:
Renoved (unused):
Renoved (in use):
Range exceeded:

[eNeNeNe it

Configuring an MPLS Traffic Engineering Interarea Tunneling

The MPLSTE Interarea Tunneling feature allows you to establish MPLS TE tunnel sthat span multiple Interior
Gateway Protocol (IGP) areasand levels. Thisfeature removestherestriction that required the tunnel headend
and tailend routers both to be in the same area. The IGP can be either Intermediate System-to-Intermediate
System (IS-1S) or Open Shortest Path First (OSPF).To configure an inter-area tunnel, you specify on the
headend router aloosely routed explicit path for the tunnel label switched path (L SP) that identifies each area
border router (ABR) the L SP should traverse using the next-address |oose command. The headend router and
the ABRs along the specified explicit path expand the loose hops, each computing the path segment to the
next ABR or tunnel destination.

Configuration Example
This example configures an | Pv4 explicit path with ABR configured as loose address on the headend router.

Rout er# configure

Rout er (config)# explicit-path nane interareal

Rout er (confi g- expl - pat h) # i ndex1 next-address | oose ipv4 unicast 172.16.255.129
Rout er (confi g- expl - pat h) # i ndex 2 next-address | oose ipv4 unicast 172.16.255. 131
Router(config)# interface tunnel-tel

Rout er (config-if)# ipv4 unnunbered LoopbackO

Rout er (config-if)# destination 172.16.255.2

Rout er (config-if)# path-option 10 explicit nane interareal

Rout er (config)# comm t

Configure Policy-Based Tunnel Selection

Configuring PBTSisaprocess of directing incoming traffic into specific TE tunnels based on a classification
criteria (DSCP). The traffic forwarding decisions are made based on the categorized traffic classes and the
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destination network addresses. The following section liststhe stepsto configure PBTSon aMPLS-TE Tunnel
network:

Define a class-map based on a classification criteria.

Define a policy-map by creating rules for the classified traffic.

Associate a forward-class to each type of ingress traffic.

Enable PBTS on the ingress interface, by applying this service-policy.

Create one or more egress MPLS-TE Tunnels (to carry packets based on priority) to the destination.
Associate the egress MPLS-TE Tunnel to aforward-class.

o gk wWNE

For more information on PBTS, see Policy-Based Tunnel Selection, on page 53 in the Implementing MPLS
Traffic Engineering chapter.

Configuration Example

The following section illustrates PBTS implementation:

RP/ 0/ RPO/ CPWO: r out er #conf i gure

/* C ass-map; classification using DSCP */

RP/ 0/ RPO/ CPUO: rout er (config)# cl ass- map mat ch-any AF41-d ass
RP/ 0/ RPO/ CPUO: r out er (confi g-crmap) # match dscp AF41

RP/ 0/ RPO/ CPUO: r out er (confi g-cmap) # exit

/* Policy-map */

RP/ 0/ RPO/ CPUO: rout er (config)# pol i cy-map | NGRESS- POLI CY
RP/ 0/ RPO/ CPWO: r out er (confi g- pmap) # cl ass AF41-Cl ass

/* Associating forward class */

RP/ 0/ RPO/ CPUO: rout er (confi g-prmap-c)# set forward-class 1
RP/ 0/ RPO/ CPUO: r out er (confi g- pmap-c)# exit

RP/ 0/ RPO/ CPUO: r out er (confi g- pmap) # exit

RP/ 0/ RPO/ CPUO: rout er (config)# interface G gabitEthernet0/0/0/1

/* Applying service-policy to ingress interface */

RP/ 0/ RPO/ CPUO: rout er (config-if)# servi ce-policy input |NGRESS-POLICY
RP/ 0/ RPO/ CPUO: rout er (config-if)# ipv4d address 10.1.1.1 255.255.255.0

RP/ 0/ RPO/ CPUW0: rout er (config-if)# exit

/* Creating TE-tunnels to carry traffic based on priority */
RP/ 0/ RPO/ CPU0: rout er (config)# i nterface tunnel -te61
RP/ 0/ RPO/ CPUWO: rout er (config-if)# i pv4d unnunbered LoopbackO
RP/ 0/ RPO/ CPUO: rout er (config-if)# signall ed-bandwi dth 1000
RP/ 0/ RPO/ CPUO: rout er (confi g-if)# autoroute announce

RP/ 0/ RPO/ CPUO: rout er (config-if)# destination 10.20.20.1

RP/ 0/ RPO/ CPW0: rout er (config-if)# record route

/* Associating egress TE tunnels to forward class */

RP/ 0/ RPO/ CPU0: rout er (config-if)# forward-cl ass 1

RP/ 0/ RPO/ CPUO: rout er (config-if)# path-option 1 explicit identifier 61
RP/ 0/ RPO/ CPUW0: rout er (config-if)# exit

Verification
Use show mpls forwarding tunnels command to verify the PBTS configuration:

RP/ 0/ RPO/ CPW0: i os# show npl s forwardi ng tunnel s 10 detail
Tue May 16 01:18:19.681 UTC
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Tunnel Qut goi ng Qut goi ng Next Hop Byt es
Nane Label Interface Swi t ched
tt10 Exp-Nul | -v4 TeO/0/0/16  20.20.17.21 0

Updated: May 11 19:31:54.716

Version: 483, Priority: 2

Label Stack (Top -> Bottom): { 0}

NH D: 0x0, Encap-ID: NA, Path idx: 0, Backup path idx: 0, Wight: 0
MAC/ Encaps: 14/18, MIU. 1500

Packets Switched: 0

I nterface:
Name: tunnel -tel0 (ifhandl e 0x0800005c)
Local Label: 64016, Forwarding Cass: 1, Wight: 0

Packet s/ Bytes Switched: 0/0

Configuring LDP over MPLS-TE

LDPand RSVP-TE are signaling protocols used for establishing L SPsin MPL S networks. While LDPiseasy
to configure and reilable, it lacks the traffic engineering capabilities of RSV P that helpsto avoid traffic
congestions. LDP over MPLS-TE feature combines the benefits of both LDP and RSVP. In LDP over
MPLS-TE, an LDP signalled | abel-switched path (L SP) runsthrough a TE tunnel established using RSVP-TE.

The following diagram explains a use case for LDP over MPLS-TE. In this diagram, LDP isused as the
signalling protocol between provider edge (PE) router and provider (P) router. RSVP-TE is used as the
signalling protocol between the P routers to establish an LSP. LDP is tunneled over the RSVP-TE LSP.

Figure 10: LDP over MPLS-TE
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Restrictions and Guidelines for LDP over MPLS-TE
The following restrictions and guidelines apply for this feature in Cisco |I0S-XR release 6.3.2:

* MPLS services over LDP over MPLS-TE are supported when BGP neighbours are on the head or tail
node of the TE tunnel.

* MPLS services over LDP over MPLS-TE are supported when the TE headend router is acting as transit
point for that service.
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« If MPL S services are originating from the TE headend, but the TE tunnel is ending before the BGP peer,
LDP over MPLS-TE feature is not supported.

* If LDP optimization isenabled using the hw-modulefib mplsldp Isr-optimized command, the following
restrictions apply:

» EVPN is not supported.
« For any prefix or label al outgoing paths has to be LDP enabled.

« Do not usethe hw-modulefib mplsldp Isr-optimized command on aProvider Edge (PE) router because
aready configured features such as EVPN, MPLS-VPN, and L2VPN might not work properly.

Configuration Example:

This example shows how to configure an MPLS-TE tunnel from provider router P1 to P2 and then enbale
LDP over MPLS-TE. In this example, the destination of the tunnel from P1 is configured as the loop back
for P2.

RP/ 0/ RPO/ CPUO: router # configure

RP/ 0/ RPO/ CPUO: rout er (config)# interface tunnel-te 1

RP/ 0/ RPO/ CPUO: rout er (config-if)# i pv4d unnunbered LoopbackO
RP/ 0/ RPO/ CPUO: rout er (config-if)# autoroute announce

RP/ 0/ RPO/ CPUO: rout er (config-if)# destination 4.4.4.4

RP/ 0/ RPO/ CPUO: rout er (config-if)# path-option 1 dynamc

RP/ 0/ RPO/ CPUO: rout er (config-if)# exit

RP/ 0/ RPO/ CPUO: Rout er (config)# npls ldp

RP/ 0/ RPO/ CPUO: Rout er (config-l1dp)# router-id 192.168.1.1
RP/ 0/ RPO/ CPUO: Rout er (config-l1dp)# interface TenG gE 0/0/0/0
RP/ 0/ RPO/ CPU0: Rout er (config-ldp-if)# interface tunnel-te 1
RP/ 0/ RPO/ CPUO: Rout er (config-1dp-if)# exit

Configuring MPLS-TE Path Protection

Path protection provides an end-to-end failure recovery mechanismfor MPLS-TE tunnels. A secondary L abel
Switched Path (L SP) is established, in advance, to provide failure protection for the protected LSP that is
carrying atunnel's TE traffic. When there is afailure on the protected L SP, the source router immediately
enables the secondary L SP to temporarily carry the tunnel'straffic. Failover istriggered by a RSV P error
message sent to the L SP head end. Once the head end received this error message, it switches over to the
secondary tunnel. If thereisafailure on the secondary L SP, the tunnel no longer has path protection until the
failure along the secondary path is cleared. Path protection can be used within asingle area (OSPF or |S-1S),
external BGP [eBGP], and static routes. Both the explicit and dynamic path-options are supported for the
MPLS-TE path protection feature. You should make sure that the same attributes or bandwidth requirements
are configured on the protected option.

Before You Begin
The following prerequisites are required for enabling path protection.

« You should ensure that your network supports MPLS-TE, Cisco Express Forwarding, and Intermediate
System-to-Intermediate System (IS-1S) or Open Shortest Path First (OSPF).

* You should configure MPLS-TE on the routers.
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Configuration Example

This example configures how to configure path protection for a mpls-te tunnel. The primary path-option
should be present to configure path protection. In this configuration, R1 is the headend router and R3 isthe
tailend router for the tunnel while R2 and R4 are mid-point routers. In this example, 6 explicit pathsand 1
dynamic path is created for path protection. You can have upto 8 path protection options for a primary path.

RP/ 0/ RPO/ CPUO: rout er # configure

RP/ 0/ RPO/ CPUO: rout er (config)# interface tunnel-te O

RP/ 0/ RPO/ CPWO: rout er (config-if)# destination 192.168.3.3
RP/ 0/ RPO/ CPUO: rout er (config-if)# i pv4d unnunbered LoopbackO
RP/ 0/ RPO/ CPUO: rout er (config-if)# autoroute announce

RP/ 0/ RPO/ CPWO: rout er (confi g-i f)# path-protection

RP/ 0/ RPO/ CPUO: rout er (config-if)# path-option 1 explicit nane rl-r2-r3-00 protected-by 2
RP/ 0/ RPO/ CPUO: rout er (config-if)# path-option 2 explicit nane rl1-r2-r3-01 protected-by 3
RP/ 0/ RPO/ CPUO: rout er (config-if)# path-option 3 explicit nane rl-r4-r3-01 protected-by 4
RP/ 0/ RPO/ CPUO: rout er (config-if)# path-option 4 explicit nane r1-r3-00 protected-by 5

RP/ 0/ RPO/ CPUO: rout er (config-if)# path-option 5 explicit nane r1-r2-r4-r3-00 protected-by 6
RP/ 0/ RPO/ CPUO: rout er (config-if)# path-option 6 explicit nane r1-r4-r2-r3-00 protected-by 7
RP/ 0/ RPO/ CPWO: rout er (config-if)# path-option 7 dynamic

RP/ 0/ RPO/ CPW0: rout er (config-if)# exit
RP/ 0/ RPO/ CPUO: rout er (config)# comm t

Verification

Use the show mplstraffic-eng tunnels command to verify the MPLS-TE path protection configuration.

RP/ 0/ RPO/ CPW0: rout er# show npls traffic-eng tunnels 0
Fri Cct 13 16:24:39.379 UTC
Name: tunnel-te0 Destination: 192.168.92.125 |fhandl e: 0x8007d34
Si gnal | ed- Nane: router
St at us:
Admi n: up Oper: up Path: wvalid Si gnal i ng: connected
path option 1, type explicit r1l-r2-r3-00 (Basis for Setup, path weight 2)
Pr ot ect ed- by PO i ndex: 2
path option 2, type explicit r1l-r2-r3-01 (Basis for Standby, path weight 2)
Pr ot ect ed- by PO index: 3
path option 3, type explicit rl-r4-r3-01
Prot ect ed-by PO index: 4
path option 4, type explicit ri1-r3-00
Prot ect ed-by PO index: 5
path option 5, type explicit rl-r2-r4-r3-00
Prot ect ed-by PO index: 6
path option 6, type explicit rl-r4-r2-r3-00
Pr ot ect ed-by PO index: 7
path option 7, type dynanic
G PID: 0x0800 (derived fromegress interface properties)
Bandwi dt h Requested: 0 kbps CTO
Creation Time: Fri Oct 13 15:05:28 2017 (01:19:11 ago)
Confi g Paraneters:
Bandwi dt h: 0 kbps (CTO) Priority: 7 7 Affinity: Ox0/Oxffff
Metric Type: TE (gl obal)
Path Sel ection:
Ti ebreaker: Mn-fill (default)
Hop-limt: disabled
Cost-limt: disabled
Del ay-limt: disabled
Pat h-i nval idation tineout: 10000 nsec (default), Action: Tear (default)
Aut oRout e:  enabl ed LockDown: di sabl ed Policy class: not set
Forward class: 0 (not enabl ed)
For war di ng- Adj acency: di sabl ed
Aut orout e Destinations: O
Loadshare: 0 equal | oadshares
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Aut o- bw. di sabl ed

Fast Reroute: Disabled, Protection Desired: None
Pat h Protection: Enabl ed

BFD Fast Detection: Disabled

Reoptim zation after affinity failure: Enabled
Soft Preenption: Disabled

Hi story:
Tunnel has been up for: 01:14:13 (since Fri Oct 13 15:10:26 UTC 2017)
Current LSP:
Uptime: 01:14:13 (since Fri Oct 13 15:10:26 UTC 2017)
Reopt. LSP:

Last Failure:
LSP not signalled, identical to the [ CURRENT] LSP
Date/ Tine: Fri Oct 13 15:08:41 UTC 2017 [01: 15: 58 ago]
St andby Reopt LSP:
Last Failure:
LSP not signalled, identical to the [ STANDBY] LSP
Date/ Tine: Fri Oct 13 15:08:41 UTC 2017 [01: 15: 58 ago]
First Destination Failed: 192.3.3.3
Prior LSP:
ID: 8 Path Option: 1
Renoval Trigger: path protection swtchover
St andby LSP:
Uptine: 01:13:56 (since Fri Oct 13 15:10:43 UTC 2017)
Path info (OSPF 1 area 0):
Node hop count:
HopO: 192. 168. 1.
Hopl: 192.168. 3.
Hop2: 192. 168. 3.
Hop3: 192. 168. 3.
Standby LSP Path info (OSPF 1 area 0), Oper State: Up :
Node hop count: 2
HopO: 192.168.2.2
Hopl: 192.168.3.1
Hop2: 192.168. 3.2
Hop3: 192.168.3.3
Di spl ayed 1 (of 4001) heads, 0 (of 0) midpoints, 0 (of 0) tails
Di splayed 1 up, O down, O recovering, O recovered heads

N

WNEFEDN

MPLS-TE Features - Details

MPLS TE Fast Reroute Link and Node Protection

Fast Reroute (FRR) is a mechanism for protecting MPLS TE L SPs from link and node failures by locally
repairing the L SPs at the point of failure, allowing datato continue to flow on them whiletheir headend routers
try to establish new end-to-end L SPs to replace them. FRR locally repairs the protected L SPs by rerouting
them over backup tunnels that bypass failed links or node.

Note If FRR isgreater than 50ms, it might lead to aloss of traffic.

Backup tunnels that bypass only asingle link of the LSP's path provide link protection. They protect L SPs
if alink along their path fails by rerouting the LSP's traffic to the next hop (bypassing the failed link). These
tunnels are referred to as next-hop (NHOP) backup tunnels because they terminate at the LSP's next hop
beyond the point of failure.
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The following figureillustrates link protection.

Figure 11: Link Protection
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FRR provides node protection for L SPs. Backup tunnels that bypass next-hop nodes along L SP paths are
called next-next-hop (NNHOP) backup tunnels because they terminate at the node following the next-hop
node of the L SP paths, bypassing the next-hop node. They protect LSPsif anode along their path fails by
enabling the node upstream of the failure to reroute the L SPs and their traffic around the failed node to the
next-next hop. NNHOP backup tunnels aso provide protection from link failures, because they bypass the
failed link and the node.

The following figure illustrates node protection.

Figure 12: Node Protection
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MPLS-TE Forwarding Adjacency

MPLS TE forwarding adjacency allows you to handle a TE label-switched path (LSP) tunnel asalink in an
Interior Gateway Protocol (IGP) network that is based on the Shortest Path First (SPF) algorithm. Both
Intermediate System-to-Intermediate System (I1S-1S) and Open Shortest Path First (OSPF) are supported as
the IGP. A forwarding adjacency can be created between routers regardless of their location in the network.
The routers can be located multiple hops from each other.

Asaresult, a TE tunnel is advertised asalink in an IGP network with the tunnel's cost associated with it.
Routers outside of the TE domain see the TE tunnel and use it to compute the shortest path for routing traffic
throughout the network. TE tunnel interfaces are advertised in the |GP network just like any other links.
Routers can then use these advertisementsin their IGPs to compute the SPF even if they are not the headend
of any TE tunnels.
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Automatic Bandwidth

Automatic bandwidth allows you to dynamically adjust bandwidth reservation based on measured traffic.
MPLS-TE automatic bandwidth is configured on individual Label Switched Paths (L SPs) at every headend
router. MPLS-TE automatic bandwidth monitorsthe traffic rate on atunnel interface and resizesthe bandwidth
on the tunnel interface to align it closely with the traffic in the tunnel.

MPLS-TE automatic bandwidth can perform these functions:

» Monitors periodic polling of the tunnel output rate
* Resizes the tunnel bandwidth by adjusting the highest rate observed during a given period.

For every traffic-engineered tunnel that is configured for an automatic bandwidth, the average output rate is
sampled, based on various configurable parameters. Then, the tunnel bandwidth is readjusted automatically
based on either the largest average output rate that was noticed during a certain interval, or a configured
maximum bandwidth value.

While re-optimizing the L SP with the new bandwidth, anew path request is generated. If the new bandwidth
ishot available, the last good L SP remains used. This way, the network experiences no traffic interruptions.
If minimum or maximum bandwidth values are configured for a tunnel, the bandwidth, which the automatic
bandwidth signals, stays within these values.

The output rate on atunnel is collected at regular interval s that are configured by using the application
command in MPLS-TE auto bandwidth interface configuration mode. When the application period timer
expires, and when the difference between the measured and the current bandwidth exceeds the adjustment
threshold, the tunnel isre-optimized. Then, the bandwidth sasmplesare cleared to record the new largest output
rate at the next interval. If atunnel is shut down, and is later brought again, the adjusted bandwidth islost,
and the tunnel is brought back with the initially configured bandwidth. When the tunnel is brought back, the
application period is reset.

MPLS Traffic Engineering Interarea Tunneling

The MPLS-TE interarea tunneling feature allows you to establish TE tunnels spanning multiple Interior
Gateway Protocol (IGP) areas and levels, thus eliminating the requirement that headend and tailend routers
residein asingle area.

Interarea support allowsthe configuration of a TE L SP that spans multiple areas, whereits headend and tailend
label switched routers (LSRS) reside in different IGP areas. Customers running multiple |GP area backbones
(primarily for scalability reasons) requires Multiarea and Interarea TE . Thislets you limit the amount of
flooded information, reduces the SPF duration, and lessens the impact of alink or node failure within an area,
particularly with large WAN backbones split in multiple areas.

The following figure shows atypical interarea TE network using OSPF.
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Figure 13: Interarea (OSPF) TE Network Diagram
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The following figure shows atypical interlevel (1S-1S) TE Network.
Figure 14: Interlevel (IS-1S) TE Network Diagram

AsshownintheFigure 14: Interlevel (IS-1S) TE Network Diagram, on page 53, R2, R3, R7, and R4 maintain
two databases for routing and TE information. For example, R3 has TE topology information related to R2,
flooded through Level-1 1S-1S LSPs plus the TE topology information related to R4, R9, and R7, flooded as
Level 21SISLink State PDUs (LSPs) (plus, itsown IS-ISLSP).

L oose hop optimization allows the re-optimization of tunnels spanning multiple areas and solves the problem
which occurs when an MPLS-TE L SP traverses hops that are not in the L SP's headend's OSPF areaand SIS
level. Interarea MPLS-TE allows you to configure an interarea traffic engineering (TE) label switched path
(LSP) by specifying aloose source route of ABRs along the path. Then it is the responsibility of the ABR
(having a complete view of both areas) to find a path obeying the TE L SP constraints within the next areato
reach the next hop ABR (as specified on the headend router). The same operation is performed by the last
ABR connected to the tailend area to reach the tailend LSR.

You must be aware of these considerations when using |oose hop optimization:

* You must specify the router ID of the ABR node (as opposed to alink address on the ABR).

» When multiareais deployed in a network that contains subareas, you must enable MPLS-TE in the
subarea for TE to find a path when loose hop is specified.

* You must specify the reachable explicit path for the interarea tunnel.

Policy-Based Tunnel Selection

Policy-Based Tunnel Selection (PBTS) is a mechanism that lets you direct traffic into specific TE tunnels
based on different classification criteria. PBTS will benefit Internet service providers (ISPs) that carry voice
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and data traffic through their MPLS and MPLS/VPN networks and would have to route thistraffic to provide
optimized voice service.

PBTSworks by selecting tunnels based on the classification criteria of the incoming packets, which are based
on the IP precedence or differentiated services code point (DSCP), or the Type of Service (ToS) fieldsin the
packets. The traffic forwarding decisions are made based on the traffic classes AND the destination network
addresses instead of only considering the destination network.

Default-class configured for paths is aways zero (0). If thereis no TE for a given forward-class, then the
default-class (0) will betried. If thereis no default-class, then the packet istried against the lowest configured
forward-class tunnels. PBTS supports up to seven (exp 1 - 7) EXP values associated with a single TE-tunnel.

The following figure illustrates PBTS Network Topology:

Figure 15: Policy-Based Tunnel Selection Implementation
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* Tunnels are created between Ingress and Egress nodes through LSR 1-2 and L SR 1-3-4-2 paths.
« High priority traffic takes the path: Ingress->L SR1->L SR2->Egress.
* Low priority traffic takes the path: Ingress->L SR1->L SR3->L SR4->L SR2->Egress

PBTS Function Details
The following PBTS functions are supported on the routter:

* Classify the Ingress traffic into different classes by creating rules using PBR configuration.
« Classify packets using DSCP/IP precedence for both IPv4 and | Pv6 traffic.

« After classification, set the desired forward-class to each type of Ingresstraffic.

* Define one or many MPLS-TE tunnels in the destination using Tunnel configuration.

* Associate the MPLS-TE tunnels to a specific forward-class under Tunnel configuration.

« Enable PBTS on the Ingressinterface by applying the service policy that usesthe configured classification
rules.

The following list gives PBTS support information:
» PBTSis supported only on |pv4/Ipv6 incoming traffic only.

« A maximum of eight forward-classes per destination prefix is supported.

* A maximum of 64 TE-tunnels within each forward class is supported.
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» A maximum of 64 TE-tunnels can be configured on a given destination.
* Incoming labeled traffic is not supported.
« PBTSwith L2VPN/L3VPN traffic is not supported.

PBTS Forward Class

A class-map is defined for various types of packets and these class-maps are associated with aforward-class.
A class-map definesthe matching criteriafor classifying a particular type of traffic and aforward-class defines
the forwarding path these packets should take.

After aclass-map is associated with aforwarding-class in the policy map, al the packets that match the
class-map are forwarded as defined in the policy-map. The egress traffic engineering (TE) tunnel interfaces
that the packets should take for each forwarding-class is specified by associating the TE interface explicitly
(or implicitly in case of default value) with the forward-group.

When the TE interfaces are associated with the forward-class, they can be exported to the routing protocol
module using the auto-route command. Thiswill then associate the route in the FIB database with these
tunnels. If the TE interfaceis not explicitly associated with aforward-class, it gets associated with adefault-class
(0). All non-TE interfaces will be routed to the forwarding plane (with forward-class set to default-class) by
the routing protocol.

UCMP Over MPLS-TE

In Equal Cost Multi Path (ECMP), you can |oad-balance routed traffic over multiple paths of the same cost.
With Unequal-Cost Multipath (UCMP), you can load-bal ance traffic over multiple paths of varying costs.

Consider three forwarding links, with two 10 Gigabit Ethernet links and a 100 Gigabit Ethernet link, as shown
in the image.

In such ascenario, theincoming traffic load is not equally distributed using ECMP. On the other hand, UCMP
applies aweight to a path, and adds more forwarding instances to a path that has a higher weight (larger
bandwidth). This resultsin an equal load distribution over paths of varying bandwidths (and costs).

Configuration Example

UCMP Configuration:

R1# configure

Rl(config)# npls traffic-eng
R1l(config-npl s-te)# | oad-share unequal
Rl(config-npls-te)# comm t

Tunnels Configuration:

Ri(config)# interface tunnel-te 1
Rl(config-if)# ipv4d unnunbered | oopback 1
Ri(config-if)# | oad-share 5
Rl(config-if)# autoroute announce
Ri(config-if-tunte-aa)# conmt
Ri(config-if-tunte-aa)# exit
Ri(config-if)# destination 2.2.2.2
Rl(config-if)# path-option 1 dynamic

Ri(config)# interface tunnel-te 2
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Rl(config-if)# ipv4d address 3.3.2.3 255.255.255.0
Rl(config-if)# | oad-share 6

Rl(config-if)# autoroute announce
Rl(config-if-tunte-aa)# commt
Rl(config-if-tunte-aa)# exit

Rl(config-if)# destination 2.2.2.2

Rl(config-if)# path-option 1 dynamic

Associated Commands
* |oad-share

* load-share unequal
* show cef

Verification

Verify UCMP Configuration:
R1# show cef 2.2.2.2 detai

2.2.2.2/32, version 16, internal 0x1000001 0x0 (ptr Ox97dela58) [1], Ox0 (0x97fa3728), O0xa20

(0x98f c00a8)

Updat ed Jun 17 16:07: 46. 325

Prefix Len 32, traffic index 0O, precedence n/a, priority 3

gateway array (0x97e0ba08) reference count 3, flags 0x68, source Isd (5), 1 backups

[3 type 4 flags 0x8401 (0x9849f728) ext 0x0 (0x0)]

LWLDI [type=1, refc=1, ptr=0x97fa3728, sh-Idi =0x9849f 728]

gateway array update type-tine 1 Jun 17 16:07: 46. 325

LDl Update tine Jun 17 16:07:46. 350

LWLDI-TS Jun 17 16:07: 46. 350

via 2.2.2.2/32, tunnel-tel, 5 dependencies, weight 100, class 0 [flags 0x0]
path-idx O NH D Ox0 [0x98e19380 0x98e192f 0]
next hop 2.2.2.2/32
| ocal adjacency
| ocal |abel 24001 | abel s i nposed {Inpl Null}
via 2.2.2.2/32, tunnel-te2, 7 dependencies, weight 10, class 0 [flags 0x0]

path-idx 1 NH D Ox0 [0x98e194a0 0x98e19410]
next hop 2.2.2.2/32
| ocal adjacency
| ocal |abel 24001 | abel s i nposed {Inpl Null}

Wei ght distribution
slot 0, weight 100, nornalized_weight 10, class O

slot 1, weight 10, nornalized weight 1, class 0O
Load distributionn. 0 00 0000O0O0O 1 (refcount 3)

Hash OK Interface Addr ess

0 Y tunnel-tel poi nt 2poi nt
1 Y tunnel-tel poi nt 2poi nt
2 Y tunnel-tel poi nt 2poi nt
3 Y tunnel-tel poi nt 2poi nt
4 Y tunnel-tel poi nt 2poi nt
5 Y tunnel-tel poi nt 2poi nt
6 Y tunnel-tel poi nt 2poi nt
7 Y tunnel-tel poi nt 2poi nt
8 Y tunnel-tel poi nt 2poi nt
9 Y tunnel-tel poi nt 2poi nt
10 Y tunnel-te2 poi nt 2poi nt
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Some sample output:

Rout er# show run formal npls traffic-eng

mpls traffic-eng
mpl s traffic-eng interface Bundl e- Et her2
npls traffic-eng interface Bundl e- Et her3

mpl s traffic-eng | oad-share unequa

npls traffic-eng reoptinze 180

mpls traffic-eng signalling advertise explicit-nul

npls traffic-eng reoptimize timers delay path-protection 60

Rout er# show run formal interface tunnel-te400

nterface tunnel -te400

nterface tunnel -te400 description TE- STl - GRTM ABR5- GRTBUEBA3- BW 0
nterface tunnel -te400 i pv4 unnunbered LoopbackO

nterface tunnel -te400 | oad-interval 30

nterface tunnel -te400 signalled-name TE- STl - GRTM ABR5- GRTBUEBA3- BW 0
nterface tunnel -te400 | oad-share 80

nterface tunnel -te400 autoroute destination 94.142. 100. 214

nterface tunnel -te400 destination 94.142. 100. 214

nterface tunnel -te400 path-protection

nterface tunnel -te400 path-option 1 explicit name BR5-BA3-0 protected-by 2
nterface tunnel -te400 path-option 2 explicit name BW BR5- 1- VAP3- BA3- 0
nterface tunnel -te400 path-option 3 explicit name BW BR5- VAP3- BA3- 0

Rout er# show run formal interface tunnel-te406

nterface tunnel -te406

nterface tunnel -te406 description TE- STl - GRTM ABR5- GRTBUEBA3- BW 20
nterface tunnel -te406 i pv4 unnunbered LoopbackO

nterface tunnel -te406 | oad-interval 30

nterface tunnel -te406 signalled-name TE- STl - GRTM ABR5- GRTBUEBA3- BW 20
nterface tunnel -te406 | oad-share 10

nterface tunnel -te406 autoroute destination 94.142 100. 214

nterface tunnel -te406 destination 94.142.100. 214

nterface tunnel -te406 path-protection

nterface tunnel -te406 path-option 1 explicit name BR5-1-BA3-0 protected-by 2
nterface tunnel -te406 path-option 2 explicit name BW BR5- VAP4- BA3- 0

Rout er# show cef 94.142.100. 214/ 32 det

94.142.100. 214/ 32, version 25708656, attached, internal 0x4004081 0x0O (ptr Ox764ff1b0) [3],
0x0 (0x7267d848), 0x440 (0x7d93b2b8)
Updat ed Nov 19 08:02: 26. 545
Prefix Len 32, traffic index 0O, precedence n/a, priority 3
gateway array (0x72411528) reference count 3, flags 0xdO, source Isd (4), 1 backups
[3 type 4 flags 0x10101 (0x7300d648) ext 0x0 (0x0)]
LWLDI [type=1, refc=1, ptr=0x7267d848, sh-Idi =0x7300d648]
via tunnel -te400, 3 dependencies, weight 80, class 0 [flags 0x8]
path-idx O NH D Ox0 [0x72082a40 0x72983b58]
| ocal adjacency
| ocal |abel 16440 | abel s i nposed {Inpl Null}
via tunnel -te406, 3 dependencies, weight 10, class 0 [flags 0x8]
path-idx 1 NH D Ox0 [0x7207b4ac 0x729886bc]
| ocal adj acency
| ocal |abel 16440 | abel s i nposed {Inpl Null}
via tunnel -te410, 3 dependencies, weight 80, class 0 [flags 0x8]
path-idx 2 NH D Ox0 [0x72085218 0x72985ee4]
| ocal adj acency
| ocal |abel 16440 | abel s i nposed {Inpl Null}
via tunnel -te426, 3 dependencies, weight 10, class 0 [flags 0x8]
path-idx 3 NHI D 0x0 [ 0x7207d4b4 0x7297f ecc]
| ocal adjacency
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| ocal |abel 16440 | abel s i nposed {Inpl Null}
via tunnel -te427, 3 dependencies, weight 25, class 0 [flags 0x8]
path-idx 4 NH D Ox0 [0x720802cc 0x7298726¢c]
| ocal adj acency
| ocal |abel 16440 | abel s i nposed {Inpl Null}
via tunnel -tel089, 3 dependencies, weight 40, class 0 [flags 0x8]
path-idx 5 NH D Ox0 [0x72081848 0x7298037c]
| ocal adj acency
| ocal |abel 16440 | abel s i nposed {Inpl Null}
via tunnel -tel090, 3 dependencies, weight 60, class 0 [flags 0x8]
path-idx 6 NH D Ox0 [0x7207d770 0x72987780]
| ocal adj acency
| ocal |abel 16440 | abel s i nposed {Inpl Null}
via tunnel -tel099, 3 dependencies, weight 60, class 0 [flags 0x8]
path-idx 7 NH D Ox0 [0x7207ed50 0x72981c7c]
| ocal adjacency

| ocal |abel 16440 | abel s i nposed {Inpl Null}

Wei ght distribution

slot 0, weight 80, nornalized weight 7, class 0O
slot 1, weight 10, nornalized weight 1, class 0O
slot 2, weight 80, nornalized weight 7, class 0O
slot 3, weight 10, nornalized weight 1, class 0O
slot 4, weight 25, nornalized weight 1, class 0
slot 5, weight 40, nornalized weight 3, class 0
slot 6, weight 60, nornalized weight 5, class 0O
slot 7, weight 60, nornalized weight 5, class 0O

Rout er# show cef 94.142.100.213/ 32 det

94.142.100. 213/ 32, version 25708617, attached, internal 0x4004081 0x0O (ptr 0x771925c8) [3],
0x0 (0x7267a594), 0x440 (0x7d93d364)
Updat ed Nov 19 08:02:01.029
Prefix Len 32, traffic index 0O, precedence n/a, priority 3
gateway array (0x7240f638) reference count 3, flags 0xdO, source Isd (4), 1 backups
[3 type 4 flags 0x10101 (0x73013360) ext 0x0 (0x0)]
LWLDI [type=1, refc=1, ptr=0x7267a594, sh-Idi =0x73013360]
via tunnel -te220, 3 dependencies, weight 60, class 0 [flags 0x8]
path-idx O NH D 0x0 [0x7207d838 0x72982af 0]
| ocal adjacency
| ocal |abel 17561 | abel s inmposed {Inpl Nul |}
via tunnel -te230, 3 dependencies, weight 60, class 0 [flags 0x8]
path-idx 1 NH D 0x0 [0x7207d068 0x72986e20]
| ocal adjacency
| ocal |abel 17561 | abel s inmposed {Inpl Nul |}
via tunnel -te236, 3 dependencies, weight 50, class 0 [flags 0x8]
path-idx 2 NH D 0x0 [0x720830e4 0x7297f 508]
| ocal adj acency
| ocal |abel 17561 | abel s inmposed {Inpl Nul |}
via tunnel -te246, 3 dependencies, weight 100, class 0 [flags 0x8]
path-idx 3 NH D 0x0 [0x7207alec 0x7298483c]
| ocal adjacency
| ocal |abel 17561 | abel s inmposed {Inpl Nul |}
via tunnel -te221, 3 dependencies, weight 50, class 0 [flags 0x8]
path-idx 4 NH D 0x0 [0x7207ea30 0x72982834]
| ocal adj acency
| ocal |abel 17561 | abel s inmposed {Inpl Nul |}
via tunnel -te222, 3 dependencies, weight 25, class 0 [flags 0x8]
path-idx 5 NH D 0x0 [0x72084a48 0x72989850]
| ocal adj acency
| ocal |abel 17561 | abel s inmposed {Inpl Nul |}
via tunnel -tel091, 3 dependencies, weight 30, class 0 [flags 0x8]
path-idx 6 NH D 0x0 [0x720851b4 0x729895f 8]
| ocal adj acency
| ocal |abel 17561 | abel s inmposed {Inpl Nul |}
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via tunnel -te342, 3 dependencies

wei ght 100

path-idx 7 NH D Ox0 [0x72085344 0x7298b024]
adj acency

| ocal
| ocal

| abel

17561

Wei ght distribution

sl ot
sl ot
sl ot
sl ot
sl ot
sl ot
sl ot
sl ot

Load

@Cﬁ\lO’U‘IbOOI\)F—‘O%
7))
=0

distribution:

XK

K<< << << << << << <<

Interface

tunnel -t e220
tunnel -t e220
tunnel -t e230
tunnel -t e230
tunnel -t e236
tunnel -t e236
tunnel -t e246
tunnel -t e246
tunnel -t e246
tunnel -t e246
tunnel -te221
tunnel -te221
tunnel -t e222
tunnel -tel091
tunnel -t e342
tunnel -t e342
tunnel -t e342
tunnel -t e342

Addr ess

poi nt 2po
poi nt 2po
poi nt 2po
poi nt 2po
poi nt 2po
poi nt 2po
poi nt 2po
poi nt 2po
poi nt 2po
poi nt 2po
poi nt 2po
poi nt 2po
poi nt 2po
poi nt 2po
poi nt 2po
poi nt 2po
poi nt 2po
poi nt 2po
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class 0 [flags 0x8]

| abel s i nposed {Inpl Null}

0, weight 60, normalized weight 2, class O
1, weight 60, nornalized_weight 2, class 0
2, weight 50, nornalized_weight 2, class 0
3, weight 100, nornalized_weight 4, class O
4, weight 50, normalized weight 2, class O
5, weight 25, normalized weight 1, class O
6, weight 30, nornalized_weight 1, class 0O
7, weight 100, nornalized_weight 4, class O

001122333344567777 (refcount 3)

nt
nt
nt
nt
nt
nt
nt
nt
nt
nt
nt
nt
nt
nt
nt
nt
nt
nt
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CHAPTER 4

Implementing RSVP for MPLS-TE

Resource Reservation Protocol (RSVP) isasignaling protocol that enables systems to request resource
reservations from the network. RSV P processes protocol messages from other systems, processes resource
requestsfrom local clients, and generates protocol messages. Asaresult, resources are reserved for dataflows
on behalf of local and remote clients. RSV P creates, maintains, and deletes these resource reservations.

MPLS Traffic Engineering (MPLS-TE) learns the topology and resources available in a network and then
maps traffic flowsto particular paths based on resource requirements and network resources such as bandwidth.
MPLS TE builds a unidirectional tunnel from a source to a destination in the form of alabel switched path
(LSP), which isthen used to forward traffic. MPLS-TE uses RSVP to signal L SPs.

* Setting up MPLS LSP Using RSV P, on page 61

* Overview of RSVP for MPLS-TE Features, on page 62
* Configuring RSV P for MPLS-TE, on page 62

* RSVP for MPLS-TE Features- Details, on page 68

Setting up MPLS LSP Using RSVP

The following figure shows how RSV P sets up a L SP from router R1 through router R4 that can be used for
TEinan MPLS environment.

Figure 16: MPLS LSP Using RSVP

Ingress Egress
ﬁ Path Path _ Path LSR
L3 P 5 g 5
R
HES".Ir RESWV RESWV
Label = 17 Label = 20 Label =3
Ingress routing table MFLS table MFLS table Egress routing table

23133

In Out In Out In Out In Out
IP route | 17 17 20 20 3 3 IP route
The LSP setup is initiated when the L SP head node sends path messages to the tail node. The Path messages
reserve resources along the path to each node, and creates path states associated with the session on each
node. When the tail node receives a path message, it sends a reservation (RESV) message with alabel back

to the previous node. The reservation state in each router is considered as a soft state, which means that
periodic PATH and RESV messages must be sent at each hop to maintain the state.

When the reservation message arrives at the previous node, it causes the reserved resources to be locked and
forwarding entries are programmed with the MPL S label sent from the tail-end node. A new MPLS label is
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allocated and sent to the next node upstream. When the reservation message reaches the head node, the label
is programmed and the MPL S data starts to flow along the path.

Overview of RSVP for MPLS-TE Features

This section provides an overview of the various features of RSVP for MPLS-TE.

RSVPisautomatically enabled on interfaces on which MPLS-TE is configured. For MPLS-TE LSPswith
bandwidth, the RSV P bandwidth hasto be configured on the interfaces. There is no need to configure RSVP,
if all MPLS-TE LSPs have zero bandwidth.

RSV P Graceful restart ensures high availability and allows RSV P TE enabled routers to recover RSVP state
information from neighbors after afailure in the network.

RSV P requires that the path and reservation state that are set up during L SP signaling must be refreshed by
periodically sending refresh messages. Refresh messages are used to synchronize the state between RSVP
neighbors and to recover from lost RSV P messages. RSV P refresh reduction feature includes support for
reliable messages which are transmitted rapidly when the messages are lost. Summary refresh messages
contain information to refresh multiple states and reduces the number of messages required to refresh states.

RSV P messages can be authenticated to ensure that only trusted neighbors can set up reservations.
For detailed information about RSVP for MPLS-TE features, see RSVP for MPLS TE Features- Details.

Configuring RSVP for MPLS-TE

RSV P requires coordination among several routers, establishing exchange of RSV P messagesto set up L SPs.
To configure RSV P, you need to install the following two RPMs :

* ncs540-mpls-2.0.0.0-r601.x86_64.rpm-6.0.1
* ncsb40-mpls-te-rsvp-2.0.0.0-r601.x86_64.rpm-6.0.1

Depending on the requirements, RSV P requires some basic configuration described in the following topics:

Configuring RSVP Message Authentication Globally

The RSV P authentication feature permits neighbors in an RSV P network to use a secure hash algorithm to
authenticate all RSV P signaling messages digitally. The authentication is accomplished on a per-RSVP-hop
basisusing an RSV Pintegrity object inthe RSV P message. Theintegrity object includesakey ID, asequence
number for messages, and keyed message digest.

You can globally configure the values of authentication parametersincluding the key-chain, timeinterval that
RSV P maintains security associations with other trusted RSV P neighbors (life time) and maximum number
of RSV P authenticated messages that can be received out of sequence (window size). These defaults are
inherited for each neighbor or interface.

Configuration Example

In this example, authentication parameters are configured globally on arouter. The authentication parameters
including authentication key-chain, lifetime, and window size are configured. A valid key-chain should be
configured before performing this task.
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RP/ 0/ RPO/ CPUO: rout er# configure

RP/ 0/ RPO/ CPUO: rout er (confi g)# key chain npl s-keys

RP/ 0/ RPO/ CPWO: r out er (confi g- npl s-keys) # exit

RP/ 0/ RPO/ CPUW0: rout er (confi g)# rsvp aut hentication

RP/ 0/ RPO/ CPWO: r out er (confi g-rsvp-aut h)# key-source key-chain npl s-keys
RP/ 0/ RPO/ CPUO: rout er (confi g-rsvp-auth)# life-time 2000

RP/ 0/ RPO/ CPUO: r out er (confi g-rsvp-auth)# wi ndowsi ze 33

Verification

Verify the configuration of authentication parameters using the following command.
RP/ 0/ RPO/ CPWO0: r out er # show rsvp aut hentication detail

RSVP Aut henti cation |Infornation:
Sour ce Address: 3.0.0.1
Desti nati on Address: 3.0.0.2
Nei ghbour Address: 3.0.0.2
I nterface: Hundr edG gabi t Et her net 0/ 0/ 0/ 3
Direction: Send
Li f eTi ne: 2000 (sec)
LifeTine left: 1305 (sec)
KeyType: Static G obal KeyChain
Key Source: npl s- keys
Key Status: No error
Keyl D: 1
Di gest: HVAC MD5 (16)
w ndow- si ze: 33
Chal | enge: Not supported
TX Sequence: 5023969459702858020 (0x45b8b99b00000124)
Messages successful |y authenti cat ed: 245
Messages failed authentication: 0

Related Topics

* Configuring RSV P Authentication for an Interface, on page 63
« Configuring RSV P Authentication on a Neighbor, on page 64
* #unique_64

Configuring RSVP Authentication for an Interface

You can individually configure the values of RSV P authentication parametersincluding key-chain, lifetime,
and window size on an interface. Interface specific authentication parameters are used to secure specific
interfaces between two RSV P neighbors.

Configuration Example

This example configures authentication key-chain, life time for the security association, and window size on
an interface. A valid key-chain should be already configured to use it as part of this task.

RP/ 0/ RPO/ CPUO: r out er # configure

RP/ 0/ RPO/ CPUO: rout er (config)# rsvp interface HundredG gabit Et hernet 0/ 0/ 0/ 3
RP/ 0/ RPO/ CPUO: r out er (confi g-rsvp-if)# authentication

RP/ 0/ RPO/ CPUO: r out er (confi g-rsvp-if-auth)# key-source key-chain npl s-keys
RP/ 0/ RPO/ CPUO: rout er (config-rsvp-if-auth)# life-time 2000

RP/ 0/ RPO/ CPUO: r out er (confi g-rsvp-if-auth)# w ndow size 33

RP/ 0/ RPO/ CPUO: rout er (confi g)# conmi t
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Verification

Verify the configuration of authentication parameters using the following command.

RP/ 0/ RPO/ CPWO: r out er # show rsvp aut hentication detail

RSVP Aut hentication | nfornmation:

Sour ce Address: 3.0.0.1

Desti nati on Address: 3.0.0.2

Nei ghbour Address: 3.0.0.2

Interface: Hundr edG gabi t Et hernet 0/0/0/3
Di rection: Send

Li f eTi ne: 2000 (sec)

LifeTine left: 1305 (sec)

KeyType: Static G obal KeyChain

Key Source: mpl s- keys

Key Stat us: No error

Keyl D: 1

Di gest: HVAC MD5 (16)

wi ndow- si ze: 33

Chal | enge: Not supported

TX Sequence: 5023969459702858020 (0x45b8b99b00000124)
Messages successful ly authenti cated: 245

Messages failed authentication: 0

Related Topics

* Configuring RSV P Message Authentication Globally, on page 62
« Configuring RSV P Authentication on a Neighbor, on page 64
* #unique_64

Configuring RSVP Authentication on a Neighbor

You can individually configure the values of RSV P authentication parameters including key-chain, lifetime,
and window size on a neighbor.

Configuration Example

This example configures the authentication key-chain, life time for the security association, and window size
on aRSVP neighbor. A valid key-chain should be already configured to useit as part of this task.

RP/ 0/ RPO/ CPUO: rout er# configure

RP/ 0/ RPO/ CPWO: rout er (confi g)# rsvp neighbor 1.1.1.1 authentication

RP/ 0/ RPO/ CPWO0: r out er (confi g-rsvp-if-auth)# key-source key-chain npl s-keys
RP/ 0/ RPO/ CPW0: rout er (confi g-rsvp-if-auth)# life-tine 2000

RP/ 0/ RPO/ CPWO: r out er (confi g-rsvp-if-auth)# w ndowsize 33

RP/ 0/ RPO/ CPUO: rout er (config)# comm t

Verification

Verify the configuration of authentication parameters using the following command.
RP/ 0/ RPO/ CPUO: r out er # show rsvp aut henticati on detail

RSVP Aut hentication | nfornmation:

Nei ghbour Address: 1.1.1.1

Interface: Hundr edG gabi t Et hernet 0/0/0/3
Di rection: Send

Li f eTi ne: 2000 (sec)

LifeTine left: 1205 (sec)
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KeyType: Static G obal KeyChain
Key Source: mpl s- keys

Key Status: No error

Keyl D: 1

Di gest: HVAC MD5 (16)

wi ndow- si ze: 33

Chal | enge: Not supported

Related Topics

* Configuring RSV P Message Authentication Globally, on page 62
« Configuring RSV P Authentication for an Interface, on page 63
* #unique_64

Configuring Graceful Restart

RSV P graceful restart provides a mechanism to ensure high availability (HA), which allows detection and
recovery from failure conditionsfor systemsrunning cisco 10S XR software and ensures non-stop forwarding
services. RSV P graceful restart is based on RSV P hello messages and allows RSV P TE enabled routers to
recover RSV P state information from neighbors after afailurein the network. RSV P uses a Restart Cap object
(RSVP RESTART) in hello messagesin which restart and recovery times are specified to advertise the restart
capability of anode. The neighboring node helps a restarting node by sending a Recover Label object to
recover the forwarding state of the restarting node.

You can configure standard graceful restart which is based on node-id address based hello messages and also
interface-based graceful restart which is interface-address based hello messages.

Configuration Example

In this example, RSV P-TE is aready enabled on the router nodes on a network and graceful restart needsto
be enabled on the router nodes for failure recovery. Graceful restart is configured globally to enabled node-id
address based hello messages and al so on arouter interface to support interface-address based hello messages.

RP/ 0/ RPO/ CPUO: rout er# configure

RP/ 0/ RPO/ CPWO: r out er (confi g)# rsvp

RP/ 0/ RPO/ CPWO: rout er (confi g-rsvp)# signalling graceful -restart

RP/ 0/ RPO/ CPWO0: r out er (confi g-rsvp)# interface HundredG gabit Et hernet 0/0/0/3
RP/ 0/ RPO/ CPWO: rout er (confi g-rsvp-if)# signalling graceful-restart
interface-based

RP/ 0/ RPO/ CPUO: rout er (config)# comm t

Verification

Use the following commands to verify that graceful restart is enabled.

RP/ 0/ RPO/ CPUWO: r out er# show rsvp graceful -restart
Graceful restart: enabl ed Nunmber of gl obal neighbors: 1
Local MPLS router id: 192.168.55.55
Restart time: 60 seconds Recovery tinme: 120 seconds
Recovery timer: Not running
Hel lo interval: 5000 milliseconds Maxi num Hello miss-count: 4

RP/ 0/ RPO/ CPUWO: rout er# show rsvp graceful -restart nei ghbors detail

Nei ghbor: 192.168.77.77 Source: 192.168.55.55 (MPLS)
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Hel I o instance for application MPLS

Hello State: UP (for 00:20:52)
Nunber of tines comunications with neighbor lost: 0
Reason: N A
Recovery State: DONE
Nunber of Interface neighbors: 1
address: 192.168.55.0
Restart time: 120 seconds Recovery tine: 120 seconds
Restart tiner: Not running
Recovery tiner: Not running

Hel lo interval: 5000 milliseconds Maxinmum allowed m ssed Hell o nessages: 4

Related Topics
* #unique_64

Configuring Refresh Reduction

RSV P Refresh Reduction improves the reliability of Resource Reservation Protocol (RSVP) signaling to
enhance network performance and message delivery and it is enabled by default. Refresh reduction is used
with aneighbor only if the neighbor supportsit. You can also disable refresh reduction on an interface if you
want.

Configuration Example
The example shows how to configure the various parameters available for the refresh reduction feature.
The following parameters are configured to change their default values:

* refresh interval

» number of refresh messages a node can miss

* retransmit time

« acknowledgment hold time

« acknowledgment message size

« refresh message summary size

RP/ 0/ RPO/ CPUO: rout er# configure

RP/ 0/ RPO/ CPUO
RP/ 0/ RPO/ CPUO
RP/ 0/ RPO/ CPUO
RP/ 0/ RPO/ CPUO
RP/ 0/ RPO/ CPUO
2000

RP/ 0/ RPO/ CPUO
1000

RP/ 0/ RPO/ CPUO
1000

RP/ 0/ RPO/ CPUO
RP/ 0/ RPO/ CPUO

:router(config)# rsvp

:router(config-rsvp)# interface HundredG gabit Et hernet 0/0/0/3
:router(config-rsvp-if)# signalling refresh interval 40
:router(config-rsvp-if)# signalling refresh nmissed 6
crouter(config-rsvp-if)# signalling refresh reduction reliable retransmt-tinme

:router(config-rsvp-if)# signalling refresh reduction reliable ack-hold-tine
:router(config-rsvp-if)# signalling refresh reduction reliable ack-nax-size

:router(config-rsvp-if)# signalling refresh reduction summary max-size 1500
:router(config)# commt
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Configuring ACL Based Prefix Filtering

You can configure extended access lists (ACL ) to forward, drop, or perform normal processing on RSVP
router-alert (RA) packets. For each incoming RSVP RA packet, RSV P inspects the | P header and attempts
to match the source or destination 1P addresses with a prefix configured in an extended ACL. If thereisno
explicit permit or explicit deny, the ACL infrastructure returns an implicit deny by default. By default, RSVP
processes the packet if the ACL match yields an implicit (default) deny.

Configuration Example

This example configures ACL based prefix filtering on RSV P RA packets. When RSV P receives aRA packet
from source address 1.1.1.1 it is forwarded and packets destined to the | P address 2.2.2.2 are dropped.

RP/ 0/ RPO/ CPWO0: r out er # confi gure

RP/ 0/ RPO/ CPWO0: rout er (confi g)# i pv4d access-list rsvpacl

RP/ 0/ RPO/ CPW0: r out er (confi g-i pv4-acl)# 10 permit ipv4 host 1.1.1.1 a
RP/ 0/ RPO/ CPWO0: r out er (confi g-i pv4-acl )# 20 deny ipv4 any host 2.2.2.2
RP/ 0/ RPO/ CPWO0: r out er (confi g)# rsvp

RP/ 0/ RPO/ CPWO: rout er (confi g-rsvp)# signalling prefix-filtering access-list rsvp-acl
RP/ 0/ RPO/ CPWO: r out er (confi g)# conmi t

ny

Verification

Verify the configuration of ACL based prefix filtering

RP/ 0/ RPO/ CPUO: rout er# show rsvp counters prefix-filtering access-list rsvp-acl

ACL: rsvp-acl For war d Local Dr op Tot al
Pat h 0 0 0 0

Pat hTear 0 0 0 0
ResvConfirm 0 0 0 0

Tot al 0 0 0

Related Topics
» Configuring RSV P Packet Dropping, on page 67

Configuring RSVP Packet Dropping

You can configure extended access lists (ACL ) to forward, drop, or perform normal processing on RSVP
router-alert (RA) packets. By default, RSV P processes the RA packets even if the ACL match yields an
implicit deny. You can configure RSV P to drop RA packets when the ACL matches resultsin an implicit
deny.

Configuration Example

Thisexample configures ACL based prefix filtering on RSV P RA packets. When RSV P receives aRA packet
from source address 1.1.1.1 it is forwarded and packets destined to the | P address 2.2.2.2 are dropped. RA
packets are dropped if the ACL matches resultsin an implicit deny.

RP/ 0/ RPO/ CPUO: r out er # configure

RP/ 0/ RPO/ CPUO: rout er (confi g)# i pv4 access-list rsvpacl

RP/ 0/ RPO/ CPUO: r out er (confi g-i pv4-acl )# 10 pernmit ipv4 host 1.1.1.1 a
RP/ 0/ RPO/ CPUO: r out er (confi g-i pv4-acl )# 20 deny ipv4 any host 2.2.2.2
RP/ 0/ RPO/ CPUO: rout er (confi g)# rsvp

ny
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RP/ 0/ RPO/ CPWO: rout er (config-rsvp)# signalling prefix-filtering default-deny-action drop
RP/ 0/ RPO/ CPUO: rout er (config)# conmm t
Verification

Verify the configuration of RSV P packet drop using the following command.

RP/ 0/ RPO/ CPWO0: r out er # show rsvp counters prefix-filtering access-list rsvpacl

ACL: rsvpacl For war d Local Dr op Tot al
Pat h 4 1 0 5
Pat hTear 0 0 0 0
ResvConfirm 0 0 0 0
Tot al 4 1 0 5

Related Documents

* Configuring ACL Based Prefix Filtering, on page 67

Enabling RSVP Traps

By implementing the RSV P MIB, you can use SNMP to access objects belonging to RSVP. You can also
specify two traps (NewF ow and LostFlow) which are triggered when anew flow is created or deleted. RSVP
MIBs are automatically enabled when you turn on RSV P, but you need to enable RSV P traps.

Configuration Example

This example shows how to enable RSVP MIB trapswhen aflow is deleted or created and also how to enable
both the traps.

RP/ 0/ RPO/ CPUO: rout er# configure

RP/ 0/ RPO/ CPWO0: r out er (confi g)# snnp-server traps rsvp lost-flow
RP/ 0/ RPO/ CPWO0: r out er (confi g)# snnp-server traps rsvp newflow
RP/ 0/ RPO/ CPWO0: r out er (confi g)# snnp-server traps rsvp all

RP/ 0/ RPO/ CPUO: rout er (confi g)# comm t

RSVP for MPLS-TE Features- Details

RSVP Graceful Restart Operation

RSVP graceful restart is based on RSV P hello messages. Hello messages are exchanged between the router
and its neighbor nodes. Each neighbor node can autonomously issue a hello message containing ahello request
object. A receiver that supports the hello extension replies with a hello message containing ahello
acknowledgment (ACK) object. If the sending node supports state recovery, a Restart Cap object that indicates
anode'srestart capability is also carried in the hello messages. In the Restart Cap object, the restart time and
the recovery timeis specified. The restart time is the time after alossin Hello messages within which RSVP
hello session can be re-established. The recovery time is the time that the sender waits for the recipient to
re-synchronize states after the re-establishment of hello messages.

For graceful restart, the hello messages are sent with an IP Timeto Live (TTL) of 64. Thisis because the
destination of the hello messages can be multiple hops away. If graceful restart is enabled, hello messages
(containing the restart cap object) are send to an RSV P neighbor when RSV P states are shared with that
neighbor. If restart cap objects are sent to an RSV P neighbor and the neighbor replies with hello messages
containing the restart cap object, the neighbor is considered to be graceful restart capable. If the neighbor
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does not reply with hello messages or replies with hello messages that do not contain the restart cap object,
RSV P backs off sending hellos to that neighbor. If a hello Request message is received from an unknown
neighbor, no hello ACK is sent back.

RSVP Authentication

Network administrators need the ability to establish asecurity domain to control the set of systemsthat initiates
RSV P requests. The RSV P authentication feature permits neighborsin an RSV P network to use asecure hash
to sign al RSV P signaling messages digitally, thus allowing the receiver of an RSV P message to verify the
sender of the message without relying solely on the sender's | P address.

The signatureis accomplished on a per-RSV P-hop basis with an RSV P integrity object in the RSV P message
as defined in RFC 2747. The integrity object includes akey 1D, a sequence number for messages, and keyed
message digest. This method provides protection against forgery or message modification. However, the
receiver must know the security key used by the sender to validate the digital signaturein the received RSVP
message. Network administrators manually configure acommon key for each RSV P neighbor on the shared
network. The sending and receiving systems maintain a security association for each authentication key that
they share. For detailed information about different security association parameters, see the Security
Association Parameter stable.

You can configure global defaults for all authentication parametersincluding key, window size, and lifetime.
These defaults are inherited when you configure authentication for each neighbor or interface. However, you
can also configure these parameters individually on a neighbor or interface basis, in which case the global
values (configured or default) are no longer inherited.

Interface and neighbor interface modes unless explicitly configured, inherit the parameters from global
configuration mode as follows:

* Window-sizeis set to 1.
* Lifetimeis set to 1800.

* key-source key-chain command is set to none or disabled.

The following situations explain how to choose between global, interface, or neighbor configuration modes:

* Global configuration mode is optimal when arouter belongs to a single security domain (for example,
part of aset of provider core routers). A single common key set is expected to be used to authenticate
al RSV P messages.

« Interface, or neighbor configuration mode, is optimal when a router bel ongs to more than one security
domain. For example, a provider router is adjacent to the provider edge (PE), or aPE is adjacent to an
edge device. Different keys can be used but not shared.

A security association (SA) isacollection of information that is required to maintain secure communications
with a peer. The following table lists the main parameters that defines a security association

Table 2: Security Association Parameters

Security Association Parameters Description

src I P address of the sender.

dst IP address of the final destination.
interface Interface of the security association.
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Security Association Parameters Description
direction Send or receive type of the security association.
Lifetime Expiration timer value that is used to collect unused

security association data.

Sequence Number L ast sequence number that was either sent or accepted
(dependent of the direction type).

key-source Source of keys for the configurable parameter.

keylD Key number (returned form the key-source) that was
last used.

Window Size Specifies the maximum number of authenticated

messages that can be received out of order.

Window Specifiesthelast window size val ue sequence number
that is received or accepted.

MPLS-TE LSP 00R

The MPLS-TE LSP OOR function adds capability for the RSVP-TE control plane to track the L SP scale of
transit routers, so that it can take a specific set of (pre-configured) actions when threshold limits are crossed,
and inform other routersin the network. MPLS-TE keepstrack of the number of transit L SPs set up through
the router. The limits do not apply to ingress and egress L SP routers since they are driven by explicit
configuration. In other words, the configuration determines how many egress or ingress L SPs a router has.
For midpoint routers, the number is afunction of the topology, the links metrics, and links' bandwidth.

State Transition Triggers- The LSP OOR state transition istriggered by checking thetotal transit L SP count
and the unprotected count. If either count crosses the threshold, the state transition istriggered. If both counts
cross the limit, the more critical state is chosen. Each limit will have a value for the Yellow threshold and a
value for the Red threshold. When these threshol ds are crossed, the configured MPLS-TE LSP OOR actions
take effect. Similarly, the transition to Green state occurs when the L SP numbers drop.

L SP OOR State Dampening - The reason for LSP OOR State Dampening is that the number of accepted
L SPswould be at the threshold and once an LSP is del eted, the state goes back from Red to Yellow, and a
new LSPis setup and the state goes back to Red.

The solution is to introduce dampening when there is a state transition from Red to Yellow or from Yellow
to Green. Whenever the transit number of L SPs crosses down a threshold, atimer is started for 10 seconds.
After the timer expires, the new state is computed and moved to it. The timer is stopped if the transit number
threshold is crossed (up) again. The transition from a state to a more severe state is not dampened.

Low and High Priority L SPs- When the LSP OOR isin yellow or red state, new high priority L SPs will
not preempt low priority L SPs. Preemption can still occur but only for bandwidth reasons. In other words, if
the router isin Red state where one of the actionsisto reject any new L SP, the new high-priority LSPs are
rejected even if thereis an established low-priority LSP. The low-priority LSP is not removed to make room
for the high-priority one.

Configuration Limit - Setting the configured limit to avalue that is smaller than the current number of LSPs
will trigger state transition but will not cause existing L SPsto be del eted or preempted. Setting the configured
limit to avaluethat islarger than the current number of L SPs takes the node out of L SP OOR state. When an
L SP cannot be admitted due to LSP OOR, the LSRs send Path Error messages to the LERSs.
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Event L ogging - Thisis generated when the system transitions across OOR states, such as aresource change
into an yellow or red state. Reporting level for Red iscritical (1), and for yellow iswarning (4). Thefollowing
exampl e shows that the count has crossed the threshold of 5000.

RP/ 0/ RP1/ CPUO: May 15 17:05:48 PDT: te_control [1034]: YROUTI NG MPLS_TE- 4- LSP_OCR :

Transit LSP resources changed to Yell ow.
Total transit: configured threshold 5000; actual count 5001;
Unprotected transit: configured threshold 4294967295; actual count O

When the resource comes out of OOR, it will report as green.

Configuration Example

mpls traffic-eng
| sp- oor
green
action accept reopt-Isp
action flood avail abl e-bw 20
recovery-duration
action admt Isp-min-bw X -- > (in kbps, a lower limt than yellow and red state)

yel | ow

transit-all threshold 75000
action accept reopt-Isp
action flood avail abl e-bw 0
action admt |sp-mn-bw Y

red
transit-all threshold 90000
action flood avail abl e-bw 0
action admt |sp-mn-bw Z

The LSP OOR threshold values are set to yellow as 75000 and red as 90000. When these thresholds are
crossed, corresponding actions are applied to all the TE interfaces.

Note

The default values of the above thresholds are infinite.

When the LSP OOR yellow state is reached, the accept reopt-Isp action, flood available-bw 0 action and
admit Isp-min-bw actions are activated. This alows headend routers to reoptimize existing L SPs through,
but doesn’t allow new L SPsto get established. Also, MPLS-TE advertises zero bandwidth out of all interfaces,
making thistransit router less preferable for new L SPs. To handle asudden burst of new L SPsthat get signaled,
the action admit Isp-min-bw function ensures only a small number of high bandwidth L SPs get provisioned
through the affected router. When the red threshold state is crossed, the flood available-bw 0 and admit

Isp-min-bw actions prevent any additional or reoptimized transit L SPsfrom getting set up through the affected
router.
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CHAPTER 5

Implementing MPLS 0AM

MPL S Operations, Administration, and Maintenance (OAM) helps service providersto monitor | abel-switched
paths (L SPs) and quickly isolate MPL Sforwarding problemsto assist with fault detection and troubleshooting
in an MPL S network. This module describes MPL S L SP Ping and Traceroute features which can be used for
failure detection and troubleshooting of MPL S networks.

« MPLSLSP Ping, on page 73
* MPLS LSP Traceroute, on page 75

Ping

The MPLS LSP Ping feature is used to check the connectivity between Ingress L SR and egress L SRs along
an LSP. MPLS L SP ping uses MPL'S echo request and reply messages, similar to Internet Control Message
Protocol (ICMP) echo request and reply messages, to validate an L SP. While ICMP echo request and reply
messages validate IP networks, MPLS echo and reply messages validate MPL S networks. The MPL S echo
request packet is sent to atarget router through the use of the appropriate label stack associated with the L SP
to be validated. Use of the label stack causes the packet to be forwarded over the LSP itself. The destination
I P address of the MPLS echo request packet is different from the address used to select the label stack. The
destination | P addressis defined asa 127.x.y.z/8 address and it prevents the I P packet from being | P switched
to its destination, if the LSP is broken.

An MPLS echo reply is sent in response to an MPL S echo request. Thereply issent asan IP packet and it is
forwarded using IP, MPLS, or a combination of both types of switching. The source address of the MPLS
echo reply packet is an address obtained from the router generating the echo reply. The destination address
is the source address of the router that originated the MPLS echo request packet. The MPLS echo reply
destination port is set to the echo request source port.

The following figure shows MPLS L SP ping echo request and echo reply paths.

MPLS Configuration Guide for Cisco NCS 540 Series Routers, Cisco 10S XR Release 7.3.x .



Implementing MPLS 0AM |
[l WPLSLSP Ping

Figure 17: MPLS LSP Ping Echo Request and Reply Paths
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Configuration Examples

This example shows how to use MPL S L SP ping to test the connectivity of an IPv4 LDP L SP. The destination
is specified as a Label Distribution Protocol (LDP) IPv4 prefix and Forwarding Equivalence Class (FEC)
type is specified as generic.

RP/ 0/ RPO/ CPW0: rout er# ping npls ipv4 10.1.1.2/32 fec-type generic

Wed Nov 25 03: 36:33. 143 UTC
Sendi ng 5, 100-byte MPLS Echos to 10.1.1.2/32,
timeout is 2 seconds, send interval is O nsec:

Codes: '!' - success, 'Q - request not sent, '.' - tinmeout,
"L'" - labeled output interface, 'B" - unlabel ed output interface,
'D - DS Map mismatch, 'F' - no FEC mapping, 'f' - FEC mi smatch,
"M - malfornmed request, 'm - unsupported tlvs, 'N - no rx |abel,
"P' - norx intf |label prot, 'p' - premature termination of LSP,
"R - transit router, 'I' - unknown upstream i ndex,
"X - unknown return code, 'x' - return code 0O

Type escape sequence to abort.

Success rate is 100 percent (5/5), round-trip mn/avg/ max = 2/2/3 ns

This example shows how to use MPLS L SP ping to test the connectivity when the destination is specified as
aMPL S traffic engineering (TE) tunnel.

RP/ 0/ RPO/ CPW0: rout er# ping npls traffic-eng tunnel-te 4003 source 10.1.1.2
Tue Nov 24 20:39:39.179 PST

Sendi ng 5, 100-byte MPLS Echos to tunnel -te4003,
timeout is 2 seconds, send interval is O nsec:

Codes: '!' - success, 'Q - request not sent, '.' - tinmeout,
"L'" - labeled output interface, 'B" - unlabel ed output interface,
'D - DS Map mismatch, 'F' - no FEC mapping, 'f' - FEC mi smatch,
"M - malforned request, 'm - unsupported tlvs, 'N - no rx |abel,
"P' - norx intf |label prot, 'p' - premature termination of LSP,
"R - transit router, 'I' - unknown upstream i ndex,
"X - unknown return code, 'x' - return code 0

Type escape sequence to abort.

Success rate is 100 percent (5/5), round-trip mn/avg/ max = 3/3/4 ns

This example shows how to use the show mplsoam command to display the MPLS OAM information
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RP/ 0/ RPO/ CPWO: r out er # show npl s oam count ers packet

Wed Nov 25 03:38:07.397 UTC G obal Packet Statistics:

Recei ve Counts:
Good Requests:
Good Repli es: 1
Unknown Pkt Types:
| P header error:
UDP header error:
Runt s:
Dropped (Q full):
General error:
Error, no IF:
Error, no menory:

[eNeoNoNoNoNoNoNoNoNo]
[eNeoNoNoNoNoNoNoNoNo]

Transmt Counts:
Good: 10
Dr opped: 0

©
[«2]
o o

MPLS LSP Traceroute

The MPLS LSP Traceroute feature is used to isolate the failure point of an LSP. It is used for hop-by-hop
fault localization and path tracing. The MPLS L SP Traceroute feature relies on the expiration of the Timeto
Live (TTL) value of the packet that carries the echo request. When the MPL S echo request message hitsa
transit node, it checksthe TTL value and if it is expired, the packet is passed to the control plane, else the
message is forwarded. If the echo message is passed to the control plane, areply message is generated based
on the contents of the request message.

The following figure shows an MPLS L SP traceroute example with an LSP from LSR1 to LSRA4.
Figure 18: MPLS LSP Traceroute
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Configuration Examples

Thisexample shows how to usethe tracer oute command to trace to a destination with Forwarding Equivalence
Class (FEC) type specified as generic.

RP/ 0/ RPO/ CPUO: rout er# traceroute npls ipvd 3.3.3.3/32 fec-type generic
Mon Nov 30 17:48:45.585 UTC
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Traci ng MPLS Label Switched Path to 3.3.3.3/32, timeout is 2 seconds

Codes: '!' - success, 'Q - request not sent, '.' - tineout
"L'" - labeled output interface, 'B' - unlabeled output interface
'D - DS Map mismatch, 'F' - no FEC mapping, 'f' - FEC mi smatch,
"M - malforned request, 'm - unsupported tlvs, 'N - no rx |abel
"P' - no rx intf |abel prot, 'p' - premature termination of LSP,
"R - transit router, 'I' - unknown upstream i ndex,
"X - unknown return code, 'x' - return code O

Type escape sequence to abort.

0 11.1.1.57 MRU 1500 [Labels: inplicit-null Exp: 0]
11 11.1.1.58 7 ns23:19
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