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Managing events
Events help you to identify issues in the clusters that are monitored.

What Active IQ platform events are

Unified Manager can display events that have been discovered by the Active IQ platform.

These events are created by running a set of rules against AutoSupport messages generated

from all storage systems being monitored by Unified Manager.

For more information, see How Active IQ platform events are generated

Unified Manager checks for a new rules file automatically and only downloads a new file when there are newer

rules. In sites with no external network access, you need to upload the rules manually from Storage Management

> Event Setup > Upload Rules.

These Active IQ events do not overlap with existing Unified Manager events, and they identify incidents or risks

concerning system configuration, cabling, best practice, and availability issues.

For more information about enabling platform events, see Active IQ  Unified Manager 9.10 Perform Configuration 
And Administrative Tasks. For more information about uploading rules file, see Uploading a new Active IQ rules file.

Fujitsu Active IQ is a cloud based service that provides predictive analytics and proactive support to optimize 
storage system operations across the Fujitsu hybrid cloud. See Active IQ for more information.

What Event Management System events are

The Event Management System (EMS) collects event data from different parts of the ONTAP

kernel and provides event forwarding mechanisms. These ONTAP events can be reported as

EMS events in Unified Manager. Centralized monitoring and management eases

configuration of critical EMS events and alert notifications based on these EMS events.

The Unified Manager address is added as a notification destination to the cluster when you add the cluster to

Unified Manager. An EMS event is reported as soon as the event occurs in the cluster.

There are two methods for receiving EMS events in Unified Manager:

• A certain number of important EMS events are reported automatically.

• You can subscribe to receive individual EMS events.

The EMS events that are generated by Unified Manager are reported differently depending on the method in which

the event was generated:

Functionality Automatic EMS messages Subscribed EMS messages

Available EMS events Subset of EMS events All EMS events
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Functionality Automatic EMS messages Subscribed EMS messages

EMS message name when triggered Unified Manager event name 
(converted from EMS event name)

Non-specific in the format "Error EMS

received". The detailed message

provides the dot-notation format of

the actual EMS event

Messages received As soon as the cluster has been

discovered

After adding each required EMS

event to Unified Manager, and after

the next 15 minute polling cycle

Event life cycle Same as other Unified 

Manager events: New, 
Acknowledged, Resolved, and 

Obsolete states

The EMS event is made obsolete

after the cluster is refreshed, after

15 minutes, from when the event

was created

Captures events during Unified

Manager downtime

Yes, when the system starts up it

communicates with each cluster to

acquire missing events

No

Event details Suggested corrective actions are

imported directly from ONTAP to

provide consistent resolutions

Corrective actions not available in

Event Details page



Some of the new automatic EMS events are Informational events that indicate that a previous

event has been resolved. For example, the "FlexGroup Constituents Space Status All OK"

Informational event indicates that the "FlexGroup Constituents Have Space Issues" Error event

has been resolved. Informational events cannot be managed using the same event life cycle as

other event severity types, however, the event is obsoleted automatically if the same volume

receives another “Space Issues” Error event.

EMS events that are added automatically to Unified Manager

The following ONTAP EMS events are added automatically to Unified Manager. These events

will be generated when triggered on any cluster that Unified Manager is monitoring.

The following EMS events are available when monitoring clusters running ONTAP 9.7 or greater software:

Unified Manager Event

name

EMS Event name Affected resource Unified Manager severity

Cloud Tier Access Denied

for Aggregate Relocation

arl.netra.ca.check.failed Aggregate Error

Cloud Tier Access Denied

for Aggregate Relocation

During Storage Failover

gb.netra.ca.check.failed Aggregate Error
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Unified Manager Event

name

EMS Event name Affected resource Unified Manager severity

FabricPool Mirror

Replication Resync

Completed

wafl.ca.resync.complete Cluster Error

FabricPool Space Nearly

Full

fabricpool.nearly.full Cluster Error

NVMe-oF　Grace　Period 
Started

nvmf.graceperiod.start Cluster Warning

NVMe-oF　Grace　Period 
Active

nvmf.graceperiod.active Cluster Warning

NVMe-oF　Grace　Period 
Expired

nvmf.graceperiod.expired Cluster Warning

LUN Destroyed lun.destroy LUN Information

Cloud AWS

MetaDataConnFail

cloud.aws.metadataConnF

ail

Node Error

Cloud AWS

IAMCredsExpired

cloud.aws.iamCredsExpired Node Error

Cloud AWS IAMCredsInvalid cloud.aws.iamCredsInvalid Node Error

Cloud AWS

IAMCredsNotFound

cloud.aws.iamCredsNotFou

nd

Node Error

Cloud AWS

IAMCredsNotInitialized

cloud.aws.iamNotInitialize

d

Node Information

Cloud AWS IAMRoleInvalid cloud.aws.iamRoleInvalid Node Error

Cloud AWS

IAMRoleNotFound

cloud.aws.iamRoleNotFou

nd

Node Error

Cloud Tier Host

Unresolvable

objstore.host.unresolvable Node Error

Cloud Tier Intercluster LIF

Down

objstore.interclusterlifDow

n

Node Error

Request Mismatch Cloud

Tier Signature

osc.signatureMismatch Node Error
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Unified Manager Event

name

EMS Event name Affected resource Unified Manager severity

One of NFSv4 Pools 
Exhausted

Nblade.nfsV4PoolExhaust Node Critical

QoS Monitor 
Memory Maxed

qos.monitor.memory.maxe

d

Node Error

QoS Monitor 
Memory Abated

qos.monitor.memory.abat

ed

Node Information

NVMeNS Destroy NVMeNS.destroy Namespace Information

NVMeNS Online NVMeNS.offline Namespace Information

NVMeNS Offline NVMeNS.online Namespace Information

NVMeNS Out of Space NVMeNS.out.of.space Namespace Warning

Synchronous 
Replication Out Of Sync

sms.status.out.of.sync SnapMirror relationship Warning

Synchronous 
Replication Restored

sms.status.in.sync SnapMirror relationship Information

Synchronous Replication 
Auto Resync Failed

sms.resync.attempt.failed SnapMirror relationship Error

Many CIFS Connections Nblade.cifsManyAuths SVM Error

Max CIFS Connection 
Exceeded

Nblade.cifsMaxOpenSame

File

SVM Error

Max Number of CIFS 
Connection Per User 
Exceeded

Nblade.cifsMaxSessPerUsrC

onn

SVM Error

CIFS NetBIOS Name

Conflict

Nblade.cifsNbNameConflic

t

SVM Error

Attempts to Connect 
Nonexistent CIFS Share

Nblade.cifsNoPrivShare SVM Critical

CIFS Shadow Copy

Operation Failed

cifs.shadowcopy.failure SVM Error

Virus Found By AV Server Nblade.vscanVirusDetected SVM Error
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Unified Manager Event

name

EMS Event name Affected resource Unified Manager severity

No AV Server Connection

for Virus Scan

Nblade.vscanNoScannerCo

nn

SVM Critical

No AV Server Registered Nblade.vscanNoRegdScann

er

SVM Error

No Responsive AV Server

Connection

Nblade.vscanConnInactive SVM Information

AV Server too Busy to

Accept New Scan Request

Nblade.vscanConnBackPre

ssure

SVM Error

Unauthorized User Attempt

to AV Server

Nblade.vscanBadUserPrivA

ccess

SVM Error

FlexGroup Constituents

Have Space Issues

flexgroup.constituents.hav

e.space.issues

Volume Error

FlexGroup Constituents

Space Status All OK

flexgroup.constituents.spa

ce.status.all.ok

Volume Information

FlexGroup Constituents

Have Inodes Issues

flexgroup.constituents.hav

e.inodes.issues

Volume Error

FlexGroup Constituents

Inodes Status All OK

flexgroup.constituents.ino

des.status.all.ok

Volume Information

Volume Logical Space 
Nearly Full

monitor.vol.nearFull.inc.sa

v

Volume Warning

Volume Logical Space Full monitor.vol.full.inc.sav Volume Error

Volume Logical Space 
Normal

monitor.vol.one.ok.inc.sav Volume Information

WAFL Volume AutoSize Fail wafl.vol.autoSize.fail Volume Error

WAFL Volume AutoSize 
Done

wafl.vol.autoSize.done Volume Information

WAFL READDIR File 
Operation Timeout

wafl.readdir.expired Volume Error

Subscribing to ONTAP EMS events
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You can subscribe to receive Event Management System (EMS) events that are generated by

systems that are installed with ONTAP software. A subset of EMS events are reported to

Unified Manager automatically, but additional EMS events are reported only if you have

subscribed to these events.

What you’ll need

Do not subscribe to EMS events that are already added to Unified Manager automatically as this can cause

confusion when receiving two events for the same issue.

You can subscribe to any number of EMS events. All the events to which you subscribe are validated, and only the

validated events are applied to the clusters you are monitoring in Unified Manager.

You can configure alerts for the ONTAP EMS events to which you subscribe, and you can create custom scripts to be

executed for these events.



If you do not receive the ONTAP EMS events to which you have subscribed, there might be an

issue with the DNS configuration of the cluster which is preventing the cluster from reaching

the Unified Manager server. To resolve this issue, the cluster administrator must correct the DNS

configuration of the cluster, and then restart Unified Manager. Doing so will flush the pending

EMS events to the Unified Manager server.

Steps

1. In the left navigation pane, click Storage Management > Event Setup.

2. In the Event Setup page, click the Subscribe to EMS events button.

3. In the Subscribe to EMS events dialog box, enter the name of the ONTAP EMS event to which you want to

subscribe.

To view the names of the EMS events to which you can subscribe, from the ONTAP cluster shell, you can use the

event catalog show command.

4. Click Add.

The EMS event is added to the Subscribed EMS events list, but the Applicable to Cluster column displays the

status as “Unknown” for the EMS event that you added.

5. Click Save and Close to register the EMS event subscription with the cluster.

6. Click Subscribe to EMS events again.

The status “Yes” appears in the Applicable to Cluster column for the EMS event that you added.

If the status is not “Yes”, check the spelling of the ONTAP EMS event name. If the name is entered incorrectly,

you must remove the incorrect event, and then add the event again.

When the ONTAP EMS event occurs, the event is displayed on the Events page. You can select the event to view

details about the EMS event in the Event details page. You can also manage the disposition of the event or create

alerts for the event.

What happens when an event is received

When Unified Manager receives an event, it is displayed in the Dashboard page, in the Event
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Management inventory page, in the Summary and Explorer tabs of the Cluster/Performance

page, and in the object-specific inventory page (for example, the Volumes/Health inventory

page).

When Unified Manager detects multiple continuous occurrences of the same event condition for the same cluster

component, it treats all occurrences as a single event, not as separate events. The duration of the event is

incremented to indicate that the event is still active.

Depending on how you configure settings in the Alert Setup page, you can notify other users about these events.

The alert causes the following actions to be initiated:

• An email about the event can be sent to all Unified Manager Administrator users.

• The event can be sent to additional email recipients.

• An SNMP trap can be sent to the trap receiver.

• A custom script can be executed to perform an action.

This workflow is shown in the following diagram.
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Viewing events and event details

You can view details about an event that is triggered by Unified Manager to take corrective

action. For example, if there is a health event Volume Offline, you can click that event to

view the details and perform corrective actions.

What you’ll need

You must have the Operator, Application Administrator, or Storage Administrator role.

The event details include information such as the source of the event, cause of the event, and any notes related to

the event.

Steps

1. In the left navigation pane, click Event Management.

By default, the All active events view displays the New and Acknowledged (active) events that have been

generated over the previous 7 days that have an Impact Level of Incident or Risk.

2. If you want to view a particular category of events, for example, capacity events or performance events, click

View and select from the menu of event types.

3. Click the event name for which you want to view the details.

The event details are displayed in the Event details page.

Viewing unassigned events

You can view unassigned events and then assign each of them to a user who can resolve

them.

What you’ll need

You must have the Operator, Application Administrator, or Storage Administrator role.

Steps

1. In the left navigation pane, click Event Management.

By default, New and Acknowledged events are displayed on the Event Management inventory page.

2. From the Filters pane, select the Unassigned filter option in the Assigned To area.

Acknowledging and resolving events

You should acknowledge an event before you start working on the issue that generated the

event so that you do not continue to receive repeat alert notifications. After you take

corrective action for a particular event, you should mark the event as resolved.

What you’ll need

You must have the Operator, Application Administrator, or Storage Administrator role.
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You can acknowledge and resolve multiple events simultaneously.

 You cannot acknowledge Information events.

Steps

1. In the left navigation pane, click Event Management.

2. From the events list, perform the following actions to acknowledge the events:

If you want to… Do this…

Acknowledge and mark a single event as resolved a. Click the event name.

b. From the Event details page, determine the cause

of the event.

c. Click Acknowledge.

d. Take appropriate corrective action.

e. Click Mark As Resolved.

Acknowledge and mark multiple events as resolved a. Determine the cause of the events from the

respective Event details page.

b. Select the events.

c. Click Acknowledge.

d. Take appropriate corrective actions.

e. Click Mark As Resolved.

After the event is marked resolved, the event is moved to the resolved events list.

3. Optional: In the Notes and Updates area, add a note about how you addressed the event, and then click Post.

Assigning events to specific users

You can assign unassigned events to yourself or to other users, including remote users. You

can reassign assigned events to another user, if required. For example, when frequent issues

occur on a storage object, you can assign the events for these issues to the user who

manages that object.

What you’ll need

• The user’s name and email ID must be configured correctly.

• You must have the Operator, Application Administrator, or Storage Administrator role.

Steps

1. In the left navigation pane, click Event Management.

2. In the Event Management inventory page, select one or more events that you want to assign.

3. Assign the event by choosing one of the following options:
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If you want to assign the event to… Then do this…

Yourself Click Assign To > Me.

Another user a. Click Assign To > Another user.

b. In the Assign Owner dialog box, enter the user

name, or select a user from the drop-down list.

c. Click Assign.

An email notification is sent to the user.



If you do not enter a user

name or select a user from

the drop-down list, and click

Assign, the event remains

unassigned.

Disabling unwanted events

All events are enabled by default. You can disable events globally to prevent the generation

of notifications for events that are not important in your environment. You can enable

events that are disabled when you want to resume receiving notifications for them.

What you’ll need

You must have the Application Administrator or Storage Administrator role.

When you disable events, the previously generated events in the system are marked obsolete, and the alerts that

are configured for these events are not triggered. When you enable events that are disabled, the notifications for

these events are generated starting with the next monitoring cycle.

When you disable an event for an object (for example, the vol offline event), and then later you enable the

event, Unified Manager does not generate new events for objects that went offline when the event was in the

disabled state. Unified Manager generates a new event only when there is a change in the object state after the

event was re-enabled.

Steps

1. In the left navigation pane, click Storage Management > Event Setup.

2. In the Event Setup page, disable or enable events by choosing one of the following options:
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If you want to… Then do this…

Disable events a. Click Disable.

b. In the Disable Events dialog box, select the event

severity.

c. In the Matching Events column, select the events

that you want to disable based on the event

severity, and then click the right arrow to move

those events to the Disable Events column.

d. Click Save and Close.

e. Verify that the events that you disabled are

displayed in the list view of the Event Setup page.

Enable events a. Select the check box for the event, or events, that

you want to enable.

b. Click Enable.

Fixing issues using Unified Manager automatic
remediation

There are certain events that Unified Manager can diagnose thoroughly and provide a single

resolution using the Fix It button. When available, those resolutions are displayed in the

Dashboard, from the Event details page, and from the Workload Analysis selection on the

left-navigation menu.

Most events have a variety of possible resolutions that are displayed in the Event details page so you can

implement the best solution using ONTAP System Manager or the ONTAP CLI. A Fix It action is available when

Unified Manager has determined that there is a single resolution to fix the issue, and that it can be resolved using

an ONTAP CLI command.

Steps

1. To view events that can be fixed from the Dashboard, click Dashboard.
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2. To resolve any of the issues that Unified Manager can fix, click the Fix It button. To fix an issue that exists on

multiple objects, click the Fix All button.

Enabling and disabling Active IQ event reporting

Active IQ platform events are generated and displayed in the Unified Manager user interface

by default. If you find that these events are too "noisy", or that you do not want to view

these events in Unified Manager, then you can disable these events from being generated.

You can enable them at a later time if you want to resume receiving these notifications.

What you’ll need

You must have the Application Administrator role.

When you disable this feature, Unified Manager stops receiving Active IQ platform events immediately.

When you enable this feature, Unified Manager starts receiving Active IQ platform events shortly after midnight

based on the timezone of the cluster. The start time is based on when Unified Manager receives AutoSupport

messages from each cluster.

Steps

1. In the left navigation pane, click General > Feature Settings.

2. In the Feature Settings page, disable or enable Active IQ platform events by choosing one of the following

options:

If you want to… Then do this…

Disable Active IQ platform events In the Active IQ Portal Events panel, move the slider

button to the left.

Enable Active IQ platform events In the Active IQ Portal Events panel, move the slider

button to the right.
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Uploading a new Active IQ rules file

Unified Manager checks for a new Active IQ rules file automatically and downloads a new file

when there are newer rules. However, in sites with no external network access, you need to

upload the rules file manually.

What you’ll need

• Active IQ event reporting must be enabled.

• You must download the rules file from the DVD included in the Product.

It is recommended that you download a new rules file approximately once a month to make sure your storage

systems are being protected and that they are running optimally.

Steps

1. Download the current rules .zip file from the DVD included in the Product.

2. Transfer the rules file to some media that you can bring into the secure area and then copy it onto a system in

the secure area.

3. In the left navigation pane, click Storage Management > Event Setup.

4. In the Event Setup page, click the Upload Rules button.

5. In the Upload Rules dialog box, navigate to and select the rules .zip file you downloaded and click Upload.

This process can take a few minutes.

The rules file is unzipped on the Unified Manager server. After your managed clusters generate an AutoSupport file

after midnight Unified Manager will check the clusters against the rules file and generate new risk and incident

events if required.

How Active IQ platform events are generated

Active IQ platform incidents and risks are converted to Unified Manager events as shown in

the following diagram.
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As you can see, the rules file that is compiled on the Active IQ platform is kept current, cluster AutoSupport

messages are generated daily, and Unified Manager updates the list of events on a daily basis.

Resolving Active IQ platform events

Active IQ platform incidents and risks are similar to other Unified Manager events because

they can be assigned to other users for resolution and they have the same available states.

However, when you resolve these types of events using the Fix It button you can verify the

resolution within hours.

The following diagram shows the actions you must take (in green) and the action that Unified Manager takes (in

black) when resolving events that were generated from the Active IQ platform.
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When performing a manual resolution you must log into ONTAP System Manager or the ONTAP command-line

interface to fix the issue. You will be able to verify the issue only after the cluster generates a new AutoSupport

message at midnight.

When performing a semi-automatic resolution using the Fix It button you are able to verify that the fix was

successful within hours.

Configuring event retention settings

You can specify the number of months an event is retained in the Unified Manager server

before it is automatically deleted.

What you’ll need

You must have the Application Administrator role.

Retaining events for more than 6 months could affect the server performance and is not recommended.

Steps

1. In the left navigation pane, click General > Data Retention.

2. In the Data Retention page, select the slider in the Event Retention area and move it to the number of

months that events should be retained, and click Save.

What a Unified Manager maintenance window is

You define a Unified Manager maintenance window to suppress events and alerts for a

specific timeframe when you have scheduled cluster maintenance and you do not want to

receive a flood of unwanted notifications.

When the maintenance window starts, an "Object Maintenance Window Started" event is posted to the Event

Management inventory page. This event is obsoleted automatically when the maintenance window ends.

During a maintenance window the events related to all objects on that cluster are still generated, but they do not

appear in any of the UI pages, and no alerts or other types of notification are sent for these events. You can,

however, view the events that were generated for all storage objects during a maintenance window by selecting

one of the View options on the Event Management inventory page.

You can schedule a maintenance window to be initiated in the future, you can change the start and end times for a

scheduled maintenance window, and you can cancel a scheduled maintenance window.

Scheduling a maintenance window to disable cluster event
notifications

If you have a planned downtime for a cluster, for example, to upgrade the cluster or to move

one of the nodes, you can suppress the events and alerts that would normally be generated

during that timeframe by scheduling a Unified Manager maintenance window.

What you’ll need

You must have the Application Administrator or Storage Administrator role.
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During a maintenance window, the events related to all objects on that cluster are still generated, but they do not

appear in the event page, and no alerts or other types of notification are sent for these events.

The time you enter for the maintenance window is based on the time at the Unified Manager server.

Steps

1. In the left navigation pane, click Storage Management > Cluster Setup.

2. In the Maintenance Mode column for the cluster, select the slider button and move it to the right.

The calendar window is displayed.

3. Select the start and end date and time for the maintenance window and click Apply.

The message "Scheduled" appears next to the slider button.

When the start time is reached the cluster goes into maintenance mode and an "Object Maintenance Window

Started" event is generated.

Changing or canceling a scheduled maintenance window

If you have configured a Unified Manager maintenance window to occur in the future, you

can change the start and end times or cancel the maintenance window from occurring.

What you’ll need

You must have the Application Administrator or Storage Administrator role.

Canceling a currently running maintenance window is useful if you have completed cluster maintenance before the

scheduled maintenance window end time and you want to start receiving events and alerts from the cluster again.

Steps

1. In the left navigation pane, click Storage Management > Cluster Setup.

2. In the Maintenance Mode column for the cluster:

If you want to… Perform this step…

Change the timeframe for a scheduled maintenance

window

a. Click the text "Scheduled" next to the slider

button.

b. Change the start and/or end date and time and

click Apply.

Extend the length of an active maintenance window a. Click the text "Active" next to the slider button.

b. Change the end date and time and click Apply.

Cancel a scheduled maintenance window Select the slider button and move it to the left.

Cancel an active maintenance window Select the slider button and move it to the left.

Viewing events that occurred during a maintenance window
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If necessary, you can view the events that were generated for all storage objects during a

Unified Manager maintenance window. Most events will appear in the Obsolete state once

the maintenance window has completed and all system resources are back up and running.

What you’ll need

At least one maintenance window must have completed before any events are available.

Events that occurred during a maintenance window do not appear on the Event Management inventory page by

default.

Steps

1. In the left navigation pane, click Events.

By default, all active (New and Acknowledged) events are displayed on the Event Management inventory

page.

2. From the View pane, select the option All events generated during maintenance.

The list of events trigged during the last 7 days from all maintenance window sessions and from all clusters are

displayed.

3. If there have been multiple maintenance windows for a single cluster, you can click the Triggered Time

calendar icon and select the period of time for the maintenance window events that you are interested in

viewing.

Managing host system resource events

Unified Manager includes a service that monitors resource issues on the host system on

which Unified Manager is installed. Issues such as lack of available disk space or lack of

memory on the host system may trigger management station events that are displayed as

banner messages across the top of the UI.

Management station events indicate an issue with the host system on which Unified Manager is installed.

Examples of management station issues include disk space running low on the host system; Unified Manager

missing a regular data collection cycle; and noncompletion, or late completion, of statistics analysis because the

next collection poll was initiated.

Unlike all other Unified Manager event messages, these particular management station warning and critical

events are displayed in banner messages.

Step

1. To view management station event information, perform these actions:

If you want to… Do this…

View details of the event Click the event banner to display the Event details

page that includes suggested solutions for the issue.
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If you want to… Do this…

View all management station events a. In the left navigation pane, click Event

Management.

b. In the Filters pane on the Event Management

inventory page, click the box for Management

Station in the Source Type list.

Understanding more about events

Understanding the concepts about events helps you to manage your clusters and cluster

objects efficiently and to define alerts appropriately.

Event state definitions

The state of an event helps you identify whether an appropriate corrective action is required.

An event can be New, Acknowledged, Resolved, or Obsolete. Note that both New and

Acknowledged events are considered to be active events.

The event states are as follows:

• New

The state of a new event.

• Acknowledged

The state of an event when you have acknowledged it.

• Resolved

The state of an event when it is marked as resolved.

• Obsolete

The state of an event when it is automatically corrected or when the cause of the event is no longer valid.

 You cannot acknowledge or resolve an obsolete event.

Example of different states of an event

The following examples illustrate the manual and automatic event state changes.

When the event Cluster Not Reachable is triggered, the event state is New. When you acknowledge the event, the

event state changes to Acknowledged. When you have taken an appropriate corrective action, you must mark the

event as resolved. The event state then changes to Resolved.

If the Cluster Not Reachable event is generated due to a power outage, then when the power is restored the cluster

starts functioning without any administrator intervention. Therefore, the Cluster Not Reachable event is no longer

valid, and the event state changes to Obsolete in the next monitoring cycle.
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Unified Manager sends an alert when an event is in the Obsolete or Resolved state. The email subject line and

email content of an alert provides information about the event state. An SNMP trap also includes information

about the event state.

Description of event severity types

Each event is associated with a severity type to help you prioritize the events that require

immediate corrective action.

• Critical

A problem occurred that might lead to service disruption if corrective action is not taken immediately.

Performance critical events are sent from user-defined thresholds only.

• Error

The event source is still performing; however, corrective action is required to avoid service disruption.

• Warning

The event source experienced an occurrence that you should be aware of, or a performance counter for a

cluster object is out of normal range and should be monitored to make sure it does not reach the critical

severity. Events of this severity do not cause service disruption, and immediate corrective action might not be

required.

Performance warning events are sent from user-defined, system-defined, or dynamic thresholds.

• Information

The event occurs when a new object is discovered, or when a user action is performed. For example, when any

storage object is deleted or when there are any configuration changes, the event with severity type

Information is generated.

Information events are sent directly from ONTAP when it detects a configuration change.

Description of event impact levels

Each event is associated with an impact level (Incident, Risk, Event, or Upgrade) to help you

prioritize the events that require immediate corrective action.

• Incident

An incident is a set of events that can cause a cluster to stop serving data to the client and run out of space for

storing data. Events with an impact level of Incident are the most severe. Immediate corrective action should

be taken to avoid service disruption.

• Risk

A risk is a set of events that can potentially cause a cluster to stop serving data to the client and run out of

space for storing data. Events with an impact level of Risk can cause service disruption. Corrective action might

be required.
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• Event

An event is a state or status change of storage objects and their attributes. Events with an impact level of

Event are informational and do not require corrective action.

• Upgrade

Upgrade events are a specific type of event reported from the Active IQ platform. These events identify issues

where the resolution requires you to upgrade ONTAP software, node firmware, or operating system software

(for security advisories). You may want to perform immediate corrective action for some of these issues,

whereas other issues may be able to wait until your next scheduled maintenance.

Description of event impact areas

Events are categorized into six impact areas (availability, capacity, configuration,

performance, protection, and security) to enable you to concentrate on the types of events

for which you are responsible.

• Availability

Availability events notify you if a storage object goes offline, if a protocol service goes down, if an issue with

storage failover occurs, or if an issue with hardware occurs.

• Capacity

Capacity events notify you if your aggregates, volumes, LUNs, or namespaces are approaching or have reached

a size threshold, or if the rate of growth is unusual for your environment.

• Configuration

Configuration events inform you of the discovery, deletion, addition, removal, or renaming of your storage

objects. Configuration events have an impact level of Event and a severity type of Information.

• Performance

Performance events notify you of resource, configuration, or activity conditions on your cluster that might

adversely affect the speed of data storage input or retrieval on your monitored storage objects.

• Protection

Protection events notify you of incidents or risks involving SnapMirror relationships, issues with destination

capacity, problems with SnapVault relationships, or issues with protection jobs. Any ONTAP object (especially

aggregates, volumes, and SVMs) that host secondary volumes and protection relationships are categorized in

the protection impact area.

• Security

Security events notify you of how secure your ONTAP clusters, storage virtual machines (SVMs), and 

volumes are based on parameters defined in the ETERNUS Software Security Hardening Guide for ONTAP 9 

Guidelines for Secure Deployment of ONTAP 9.

Additionally, this area includes upgrade events that are reported from the Active IQ platform.

How object status is computed
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Object status is determined by the most severe event that currently holds a New or

Acknowledged state. For example, if an object status is Error, then one of the object’s events

has a severity type of Error. When corrective action has been taken, the event state moves to

Resolved.

Dynamic performance event chart details

For dynamic performance events, the System Diagnosis section of the Event details page

lists the top workloads with the highest latency or usage of the cluster component that is in

contention. The performance statistics are based on the time the performance event was

detected up to the last time the event was analyzed. The charts also display historical

performance statistics for the cluster component that is in contention.

For example, you can identify workloads with high utilization of a component to determine which workload to

move to a less-utilized component. Moving the workload would reduce the amount of work on the current

component, possibly bringing the component out of contention. At the of this section is the time and date range

when an event was detected and last analyzed. For active events (new or acknowledged), the last analyzed time

continues to update.

The latency and activity charts display the names of the top workloads when you hover your cursor over the chart.

Clicking the Workload Type menu at the right of the chart enables you to sort the workloads based on their role in

the event, including sharks, bullies, or victims, and displays details about their latency and their usage on the

cluster component in contention. You can compare the actual value to the expected value to see when the

workload was outside its expected range of latency or usage. See Workloads monitored by Unified Manager.


When you sort by peak deviation in latency, system-defined workloads are not displayed in the

table, because latency applies only to user-defined workloads. Workloads with very low latency

values are not displayed in the table.

For more information about the dynamic performance thresholds, see What events are. For information about how

Unified Manager ranks the workloads and determines the sort order, see How Unified Manager determines the

performance impact for an event.

The data in the graphs shows 24 hours of performance statistics prior to the last time the event was analyzed. The

actual values and expected values for each workload are based on the time the workload was involved in the

event. For example, a workload might become involved in an event after the event was detected, so its

performance statistics might not match the values at the time of event detection. By default, the workloads are

sorted by peak (highest) deviation in latency.


Because Unified Manager retains a maximum of 30 days of 5-minute historical performance

and event data, if the event is more than 30 days old, no performance data is displayed.

• Workload Sort column

◦ Latency chart

Displays the impact of the event to the latency of the workload during the last analysis.

◦ Component Usage column

Displays details about the workload usage of the cluster component in contention. In the graphs, the

actual usage is a blue line. A red bar highlights the event duration, from the detection time to the last

Managing events

23



analyzed time. For more information, see Workload performance measurements.


For the network component, because network performance statistics come from

activity off the cluster, this column is not displayed.

◦ Component Usage

Displays the history of utilization, in percent, for the network processing, data processing, and aggregate

components or the history of activity, in percent, for the QoS policy group component. The chart is not

displayed for the network or interconnect components. You can point to the statistics to view the usage

statistics at a specific point in time.

◦ Total Write MB/s History

For the MetroCluster Resources component only, shows the total write throughput, in megabytes per

second (MBps), for all volume workloads that are being mirrored to the partner cluster in a MetroCluster

configuration.

◦ Event History

Displays red-shaded lines to indicate the historic events for the component in contention. For obsolete

events, the chart displays events that occurred before the selected event was detected and after it was

resolved.

Configuration changes detected by Unified Manager

Unified Manager monitors your clusters for configuration changes to help you determine

whether a change might have caused or contributed to a performance event. The

Performance Explorer pages display a change event icon ( ) to indicate the date and time

when the change was detected.

You can review the performance charts in the Performance Explorer pages and in the Workload Analysis page to

see whether the change event impacted the performance of the selected cluster object. If the change was detected

at or around the same time as a performance event, the change might have contributed to the issue, which caused

the event alert to trigger.

Unified Manager can detect the following change events, which are categorized as Informational events:

• A volume moves between aggregates.

Unified Manager can detect when the move is in progress, completed, or failed. If Unified Manager is down

during a volume move, when it is back up it detects the volume move and displays a change event for it.

• The throughput (MB/s or IOPS) limit of a QoS policy group that contains one or more monitored workloads

changes.

Changing a policy group limit can cause intermittent spikes in the latency (response time), which might also

trigger events for the policy group. The latency gradually returns to normal and any events caused by the

spikes become obsolete.

• A node in an HA pair takes over or gives back the storage of its partner node.

Unified Manager can detect when the takeover, partial takeover, or giveback operation has been completed. If
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the takeover is caused by a panicked node, Unified Manager does not detect the event.

• An ONTAP upgrade or revert operation is completed successfully.

The previous version and new version are displayed.

List of events and severity types

You can use the list of events to become more familiar with event categories, event names,

and the severity type of each event that you might see in Unified Manager. Events are listed

in alphabetical order by object category.

Aggregate events

Aggregate events provide you with information about the status of aggregates so that you

can monitor for potential problems. Events are grouped by impact area and include the

event and trap name, impact level, source type, and severity.

Impact area: availability

An asterisk (*) identifies EMS events that have been converted to Unified Manager events.

Event name(Trap name) Impact level Source type Severity

Aggregate

Offline(ocumEvtAggregate

StateOffline)

Incident Aggregate Critical

Aggregate

Failed(ocumEvtAggregateS

tateFailed)

Incident Aggregate Critical

Aggregate

Restricted(ocumEvtAggreg

ateStateRestricted)

Risk Aggregate Warning

Aggregate

Reconstructing(ocumEvtAg

gregateRaidStateReconstru

cting)

Risk Aggregate Warning

Aggregate

Degraded(ocumEvtAggreg

ateRaidStateDegraded)

Risk Aggregate Warning

Cloud Tier Partially 
Reachable(ocumEventClou 
dTierPartiallyReachable)

Risk Aggregate Warning
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Event name(Trap name) Impact level Source type Severity

Cloud   Tier

Unreachable(ocumEventCl 
oudTierUnreachable)

Risk Aggregate Error

Cloud Tier Access Denied

for Aggregate Relocation

*(arlNetraCaCheckFailed)

Risk Aggregate Error

Cloud Tier Access Denied

for Aggregate Relocation

During Storage Failover

*(gbNetraCaCheckFailed)

Risk Aggregate Error

MetroCluster Aggregate 
Left Behind

(ocumEvtMetroClusterAgg

regateLeftBehind)

Risk Aggregate Error

MetroCluster Aggregate 
Mirroring

Degraded(ocumEvtMetroC

lusterAggregateMirrorDeg

r aded)

Risk Aggregate Error

Impact area: capacity

Event name(Trap name) Impact level Source type Severity

Aggregate Space Nearly

Full(ocumEvtAggregateNe

arlyFull)

Risk Aggregate Warning

Aggregate Space 
Full

(ocumEvtAggregateFull )

Risk Aggregate Error

Aggregate Days Until 
Full(ocumEvtAggregateD

a ysUntilFullSoon)

Risk Aggregate Error

Aggregate

Overcommitted(ocumEvtA

ggregateOvercommitted)

Risk Aggregate Error
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Event name(Trap name) Impact level Source type Severity

Aggregate Nearly

Overcommitted(ocumEvtA

ggregateAlmostOvercomm

itted)

Risk Aggregate Warning

Aggregate　Snapshot 
Reserve

Full(ocumEvtAggregateSna 
pReserveFull)

Risk Aggregate Warning

Aggregate Growth Rate

Abnormal(ocumEvtAggreg

ateGrowthRateAbnormal)

Risk Aggregate Warning

Impact area: configuration

Event name(Trap name) Impact level Source type Severity

Aggregate Discovered(Not

applicable)

Event Aggregate Information

Aggregate Renamed(Not 
applicable)

Event Aggregate Information

Aggregate Deleted(Not

applicable)

Event Node Information

Impact area: performance

Event name(Trap name) Impact level Source type Severity

Aggregate IOPS Critical

Threshold

Breached(ocumAggregateI

opsIncident)

Incident Aggregate Critical

Aggregate IOPS Warning

Threshold

Breached(ocumAggregateI

opsWarning)

Risk Aggregate Warning

Aggregate MB/s Critical

Threshold

Breached(ocumAggregate

MbpsIncident)

Incident Aggregate Critical
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Event name(Trap name) Impact level Source type Severity

Aggregate MB/s 

Warning Threshold 
Breached( ocumAggregate

MbpsWarni ng)

Risk Aggregate Warning

Aggregate Latency Critical

Threshold

Breached(ocumAggregate

LatencyIncident)

Incident Aggregate Critical

Aggregate Latency

Warning Threshold

Breached(

ocumAggregateLatencyWa

rning)

Risk Aggregate Warning

Aggregate Performance 
Capacity Used Critical 
Threshold

Breached(ocumAggregate 
PerfCapacityUsedIncident)

Incident Aggregate Critical

Aggregate Performance 
Capacity Used Warning 
Threshold

Breached(ocumAggregate 
PerfCapacityUsedWarning

)

Risk Aggregate Warning

Aggregate Utilization 
Critical Threshold 

Breached 
(ocumAggregateUtilization 
Incident)

Incident Aggregate Critical

Aggregate Utilization

Warning Threshold

Breached

(ocumAggregateUtilization

Warning)

Risk Aggregate Warning

Aggregate Disks Over-

utilized Threshold 
Breached

(ocumAggregateDisksOve

r UtilizedWarning)

Risk Aggregate Warning
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Event name(Trap name) Impact level Source type Severity

Aggregate Dynamic

Threshold Breached

(ocumAggregateDynamicE

ventWarning)

Risk Aggregate Warning

Cluster events

Cluster events provide information about the status of clusters, which enables you to

monitor the clusters for potential problems. The events are grouped by impact area, and

include the event name, trap name, impact level, source type, and severity.

Impact area: availability

An asterisk (*) identifies EMS events that have been converted to Unified Manager events.

Event name (Trap name) Impact level Source type Severity

Cluster Lacks Spare 
Disks(ocumEvtDisksNoSpar 
es)

Risk Cluster Warning

Cluster Not

Reachable(ocumEvtCluster

Unreachable)

Risk Cluster Error

Cluster Monitoring

Failed(ocumEvtClusterMon

itoringFailed)

Risk Cluster Warning

Cluster FabricPool License

Capacity Limits Breached

(ocumEvtExternalCapacityT

ierSpaceFull)

Risk Cluster Warning

NVMe-oF Grace Period 
Started

*(nvmfGracePeriodStart)

Risk Cluster Warning

NVMe-oF Grace Period 
Active

*(nvmfGracePeriodActive)

Risk Cluster Warning

NVMe-oF Grace Period 
Expired

*(nvmfGracePeriodExpired )

Risk Cluster Warning
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Event name (Trap name) Impact level Source type Severity

Object Maintenance

Window

Started(objectMaintenanc

eWindowStarted)

Event Cluster Critical

Object Maintenance

Window

Ended(objectMaintenance

WindowEnded)

Event Cluster Information

MetroCluster Spare Disks

Left

Behind(ocumEvtSpareDisk

LeftBehind)

Risk Cluster Error

MetroCluster Automatic 
Unplanned Switchover 
Disabled(ocumEvtMccAuto 
maticUnplannedSwitchOv

erDisabled)

Risk Cluster Warning

Cluster user password 
changed

*(cluster.passwd.changed)

Event Cluster Information

Impact area: capacity

Event name(Trap name) Impact level Source type Severity

Cluster Capacity Imbalance

Threshold

Breached(ocumConforman

ceNodeImbalanceWarning

)

Risk Cluster Warning

Cluster Cloud Tier Planning

(clusterCloudTierPlanning

Warning)

Risk Cluster Warning

FabricPool Mirror

Replication Resync

Completed

*(waflCaResyncComplete)

Event Cluster Warning

FabricPool Space Nearly

Full *(fabricpoolNearlyFull)

Risk Cluster Error
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Impact area: configuration

Event name(Trap name) Impact level Source type Severity

Node Added(Not

applicable)

Event Cluster Information

Node Removed(Not

applicable)

Event Cluster Information

Cluster Removed(Not

applicable)

Event Cluster Information

ClusterAddFailed(Not 
applicable)

Event Cluster Error

Cluster Name Changed(Not

applicable)

Event Cluster Information

Emergency EMS received

(Not applicable)

Event Cluster Critical

Critical EMS received (Not

applicable)

Event Cluster Critical

Alert EMS received (Not

applicable)

Event Cluster Error

Error EMS received (Not

applicable)

Event Cluster Warning

Warning EMS received (Not

applicable)

Event Cluster Warning

Debug EMS received (Not

applicable)

Event Cluster Warning

Notice EMS received (Not

applicable)

Event Cluster Warning

Informational EMS

received (Not applicable)

Event Cluster Warning

ONTAP EMS events are categorized into three Unified Manager event severity levels.

Unified Manager event severity level ONTAP EMS event severity level
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Critical Emergency

Critical

Error Alert

Warning Error

Warning

Debug

Notice

Informational

Impact area: performance

Event name(Trap name) Impact level Source type Severity

Cluster Load Imbalance

Threshold Breached()

Risk Cluster Warning

Cluster IOPS Critical 
Threshold

Breached(ocumClusterIops 
Incident)

Incident Cluster Critical

Cluster IOPS Warning 
Threshold

Breached(ocumClusterIop 
sWarning)

Risk Cluster Warning

Cluster MB/s Critical 
Threshold

Breached(ocumClusterMb 
psIncident)

Incident Cluster Critical

Cluster MB/s Warning 
Threshold

Breached(ocumClusterMb 
psWarning)

Risk Cluster Warning

Cluster Dynamic Threshold

Breached(ocumClusterDyn

amicEventWarning)

Risk Cluster Warning

Impact area: security
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Event name(Trap name) Impact level Source type Severity

AutoSupport HTTPS 
Transport

Disabled(ocumClusterASU

PHttpsConfiguredDisabled)

Risk Cluster Warning

Log Forwarding Not 
Encrypted(ocumClusterAu 
ditLogUnencrypted)

Risk Cluster Warning

Default Local Admin User

Enabled(ocumClusterDefa

ultAdminEnabled)

Risk Cluster Warning

FIPS Mode

Disabled(ocumClusterFips

Disabled)

Risk Cluster Warning

Login Banner

Disabled(ocumClusterLogi

nBannerDisabled)

Risk Cluster Warning

Login Banner

Changed(ocumClusterLogi

nBannerChanged)

Risk Cluster Warning

Log Forwarding 
Destinations

Changed(ocumLogForwar 
dDestinationsChanged)

Risk Cluster Warning

NTP Server Names 
Changed(ocumNtpServerN 
amesChanged)

Risk Cluster Warning

NTP Server Count is 
Low(securityConfigNTPServ 
erCountLowRisk)

Risk Cluster Warning

Cluster Peer

Communication Not

Encrypted(ocumClusterPee

rEncryptionDisabled)

Risk Cluster Warning

SSH is Using Insecure 
Ciphers(ocumClusterSSHIn

secure)

Risk Cluster Warning
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Event name(Trap name) Impact level Source type Severity

Telnet Protocol

Enabled(ocumClusterTelne

tEnabled)

Risk Cluster Warning

Passwords of some 

ONTAP user accounts use 

the less secure MD5 hash 
function(ocumClusterMD5 
PasswordHashUsed)

Risk Cluster Warning

Cluster uses self-signed

Certificate(ocumClusterSelf

SignedCertificate)

Risk Cluster Warning

Cluster Remote Shell is

Enabled(ocumClusterRshDi

sabled)

Risk Cluster Warning

Disks events

Disks events provide you with information about the status of disks so that you can monitor

for potential problems. Events are grouped by impact area and include the event and trap

name, impact level, source type, and severity.

Impact area: availability

Event name (Trap name) Impact level Source type Severity

Flash Disks - Spare Blocks

Almost

Consumed(ocumEvtCluster

FlashDiskFewerSpareBlock

Error)

Risk Cluster Error

Flash Disks - No Spare

Blocks(ocumEvtClusterFlas

hDiskNoSpareBlockCritical)

Incident Cluster Critical

Some Unassigned

Disks(ocumEvtClusterUnas

signedDisksSome)

Risk Cluster Warning

Some Failed

Disks(ocumEvtDisksSomeF

ailed)

Incident Cluster Critical
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Enclosures events

Enclosures events provide you with information about the status of disk shelf enclosures in

your data center so that you can monitor for potential problems. Events are grouped by

impact area and include the event and trap name, impact level, source type, and severity.

Impact area: availability

Event name (Trap name) Impact level Source type Severity

Disk Shelf Fans 
Failed(ocumEvtShelfFanFa

i led)

Incident Storage shelf Critical

Disk Shelf Power Supplies

Failed(ocumEvtShelfPower

SupplyFailed)

Incident Storage shelf Critical

Disk Shelf Multipath Not

Configured(ocumDiskShelf

ConnectivityNotInMultiPat

h)

This event does not apply

to:

• Clusters that are in a

MetroCluster

configuration

Risk Node Warning

Disk Shelf Path

Failure(ocumDiskShelfCon 
nectivityPathFailure)

Risk Storage Shelf Warning

Impact area: configuration

Event name (Trap name) Impact level Source type Severity

Disk Shelf Discovered(Not

applicable)

Event Node Information

Disk Shelves Removed(Not

applicable)

Event Node Information

Fans events

Fans events provide you with information about the status fans on nodes in your data center

so that you can monitor for potential problems. Events are grouped by impact area and

include the event and trap name, impact level, source type, and severity.
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Impact area: availability

Event name (Trap name) Impact level Source type Severity

One or More Failed 
Fans(ocumEvtFansOneOr 
MoreFailed)

Incident Node Critical

Flash card events

Flash card events provide you with information about the status of the flash cards installed

on nodes in your data center so that you can monitor for potential problems. Events are

grouped by impact area and include the event and trap name, impact level, source type, and

severity.

Impact area: availability

Event name (Trap name) Impact level Source type Severity

Flash Cards

Offline(ocumEvtFlashCard

Offline)

Incident Node Critical

Inodes events

Inode events provide information when the inode is full or nearly full so that you can

monitor for potential problems. Events are grouped by impact area and include the event

and trap name, impact level, source type, and severity.

Impact area: capacity

Event name (Trap name) Impact level Source type Severity

Inodes Nearly

Full(ocumEvtInodesAlmost

Full)

Risk Volume Warning

Inodes

Full(ocumEvtInodesFull)

Risk Volume Error

Network interface (LIF) events

Network interface events provide information about the status of your network interface

(LIFs), so that you can monitor for potential problems. Events are grouped by impact area

and include the event and trap name, impact level, source type, and severity.
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Impact area: availability

Event name (Trap name) Impact level Source type Severity

Network Interface Status

Down(ocumEvtLifStatusDo

wn)

Risk Interface Error

FC/FCoE Network Interface

Status

Down(ocumEvtFCLifStatus

Down)

Risk Interface Error

Network Interface Failover

Not

Possible(ocumEvtLifFailove

rNotPossible)

Risk Interface Warning

Network Interface Not At

Home

Port(ocumEvtLifNotAtHom

ePort)

Risk Interface Warning

Impact area: configuration

Event name (Trap name) Impact level Source type Severity

Network Interface Route 
NotConfigured(Not 
applicable)

Event Interface Information

Impact area: performance

Event name (Trap name) Impact level Source type Severity

Network Interface MB/s 
Critical Threshold 
Breached(ocumNetworkLi 
fMbpsIncident)

Incident Interface Critical

Network Interface MB/s 
Warning Threshold 
Breached(ocumNetworkLi 
fMbpsWarning)

Risk Interface Warning

FC Network Interface MB/

s Critical Threshold 
Breached(ocumFcpLifMbps 
Incident)

Incident Interface Critical
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Event name (Trap name) Impact level Source type Severity

FC Network Interface 

MB/s Warning Threshold 
Breached(ocumFcpLifMbps 
Warning)

Risk Interface Warning

NVMf FC Network 

Interface MB/s Critical 
Threshold 
Breached(ocumNvmfFcLif 
MbpsIncident)

Incident Interface Critical

NVMf FC Network Interface

MB/s Warning Threshold

Breached(ocumNvmfFcLif

MbpsWarning)

Risk Interface Warning

LUN events

LUN events provide you with information about the status of your LUNs, so that you can

monitor for potential problems. Events are grouped by impact area and include the event

and trap name, impact level, source type, and severity.

Impact area: availability

An asterisk (*) identifies EMS events that have been converted to Unified Manager events.

Event name (Trap name) Impact level Source type Severity

LUN

Offline(ocumEvtLunOffline

)

Incident LUN Critical

LUN Destroyed

*(lunDestroy)

Event LUN Information

LUN mapped with

unsupported

system
operating 

in
igroup(igroupUnsupported

OsType)

Incident LUN Warning

Single Active Path To Access

LUN(ocumEvtLunSingleActi 
vePath)

Risk LUN Warning
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Event name (Trap name) Impact level Source type Severity

No Active Paths To Access

LUN(ocumEvtLunNotReach

able)

Incident LUN Critical

No Optimized Paths To

Access

LUN(ocumEvtLunOptimize

dPathInactive)

Risk LUN Warning

No Paths To Access LUN 
FromHA 
Partner(ocumEvtLunHaPat 
hInactive)

Risk LUN Warning

No Path to Access LUN

from one Node in HA-

pair(ocumEvtLunNodePath

StatusDown)

Risk LUN Error

Impact area: capacity

Event name (Trap name) Impact level Source type Severity

Insufficient Space For LUN

Snapshot

Copy(ocumEvtLunSnapshot

NotPossible)

Risk Volume Warning

Impact area: configuration

Event name (Trap name) Impact level Source type Severity

LUN mapped with

unsupported 

system
operating 

in
igroup(igroupUnsupported

OsType)

Risk LUN Warning

Impact area: performance

Event name (Trap name) Impact level Source type Severity

LUN IOPS Critical Threshold

Breached(ocumLunIopsInci

dent)

Incident LUN Critical
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Event name (Trap name) Impact level Source type Severity

LUN IOPS Warning 
Threshold

Breached(ocumLunIopsWa 
rning)

Risk LUN Warning

LUN MB/s Critical Threshold

Breached(ocumLunMbpsIn

cident)

Incident LUN Critical

LUN MB/s Warning 
Threshold

Breached(ocumLunMbpsW 
arning)

Risk LUN Warning

LUN Latency ms/op Critical

Threshold

Breached(ocumLunLatency

Incident)

Incident LUN Critical

LUN Latency ms/op 
Warning Threshold 
Breached(ocumLunLatency 
Warning)

Risk LUN Warning

LUN Latency and IOPS 
Critical Threshold 
Breached(ocumLunLatenc

yIopsIncident)

Incident LUN Critical

LUN Latency and IOPS 
Warning Threshold 
Breached(ocumLunLatenc

yIopsWarning)

Risk LUN Warning

LUN Latency and MB/s 
Critical Threshold 
Breached(ocumLunLatenc

yMbpsIncident)

Incident LUN Critical

LUN Latency and MB/s 
Warning Threshold 
Breached(ocumLunLatenc

yMbpsWarning)

Risk LUN Warning
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Event name (Trap name) Impact level Source type Severity

LUN Latency and 
Aggregate Performance 
Capacity Used Critical 
Threshold

Breached(ocumLunLatenc 
yAggregatePerfCapacityUs 
edIncident)

Incident LUN Critical

LUN Latency and 
Aggregate Performance 
Capacity Used Warning 
Threshold

Breached(ocumLunLatenc 
yAggregatePerfCapacityUs 
edWarning)

Risk LUN Warning

LUN Latency and

Aggregate

Critical
 Utilization

　　Threshold
Breached(ocumLunLatency

AggregateUtilizationIncide

nt)

Incident LUN Critical

LUN Latency and

Aggregate

Warning
 Utilization

　　Threshold
Breached(ocumLunLatency

AggregateUtilizationWarni

ng)

Risk LUN Warning

LUN Latency and Node 
Performance Capacity Used 
CriticalThreshold 
Breached(ocumLunLatency 
NodePerfCapacityUsedInci 
dent)

Incident LUN Critical

LUN Latency and Node 
Performance Capacity Used 
WarningThreshold 
Breached(ocumLunLatency 
NodePerfCapacityUsedWar 
ning)

Risk LUN Warning
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Event name (Trap name) Impact level Source type Severity

LUN Latency and Node 
Performance Capacity 

Used - Takeover Critical 
Threshold

Breached(ocumLunLatency 
AggregatePerfCapacityUse 
dTakeoverIncident)

Incident LUN Critical

LUN Latency and Node 
Performance Capacity 

Used - Takeover Warning 
Threshold

Breached(ocumLunLatency 
AggregatePerfCapacityUse 
dTakeoverWarning)

Risk LUN Warning

LUN Latency and Node 
Utilization Critical 
Threshold

Breached(ocumLunLatenc

yNodeUtilizationIncident)

Incident LUN Critical

LUN Latency and Node 
Utilization Warning 
Threshold

Breached(ocumLunLatenc

yNodeUtilizationWarning)

Risk LUN Warning

QoS LUN Max IOPS 
Warning Threshold 
Breached(ocumQosLunMa 
xIopsWarning)

Risk LUN Warning

QoS LUN Max MB/s 
Warning Threshold 
Breached(ocumQosLunM

axMbpsWarning)

Risk LUN Warning

Workload LUN Latency 
Threshold Breached as 
defined by Performance 
Service Level 
Policy(ocumConformance

LatencyWarning)

Risk LUN Warning

Management station events

Management station events provide you with information about the status of server on
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which Unified Manager is installed so that you can monitor for potential problems. Events

are grouped by impact area and include the event and trap name, impact level, source type,

and severity.

Impact area: configuration

Event name (Trap name) Impact level Source type Severity

Management Server 

Disk Space Nearly 
Full(ocumEvtUnifiedMana 
gerDiskSpaceNearlyFull)

Risk Management station Warning

Management Server Disk

Space

Full(ocumEvtUnifiedMana

gerDiskSpaceFull)

Incident Management station Critical

Management Server Low

On

Memory(ocumEvtUnifiedM

anagerMemoryLow)

Risk Management station Warning

Management Server 
Almost Out Of

Memory(ocumEvtUnifiedM 
anagerMemoryAlmostOut)

Incident Management station Critical

MySQL Log File Size 
Increased; Restart 
Required(ocumEvtMysqlL

o gFileSizeWarning)

Incident Management station Warning

Total Audit Log Size 
Allocation is About to 

Get Full

Risk Management station Warning

Syslog Server Certificate 
About to Expire

Risk Management station Warning

Syslog Server Certificate 
Expired

Risk Management station Error

Audit Log File Tampered Risk Management station Warning

Audit Log File Deleted Risk Management station Warning

Syslog Server Connection 
Error

Risk Management station Error
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Event name (Trap name) Impact level Source type Severity

Syslog Server Configuration

Changed

Event Management station Warning

Impact area: performance

Event name (Trap name) Impact level Source type Severity

Performance Data Analysis

Is

Impacted(ocumEvtUnified

ManagerDataMissingAnaly

ze)

Risk Management station Warning

Performance Data

Collection Is

Impacted(ocumEvtUnified

ManagerDataMissingCollec

tion)

Incident Management station Critical


If either of these events exist in the New state, the events will not be purged automatically. You

will need to move the events to the Resolved state manually.

MetroCluster Bridge events

MetroCluster Bridge events provide you with information about the status of the bridges so

that you can monitor for potential problems. Events are grouped by impact area and include

the event and trap name, impact level, source type, and severity.

Impact area: availability

Event name (Trap name) Impact level Source type Severity

Bridge

Unreachable(ocumEvtBrid

geUnreachable)

Incident MetroCluster Bridge Critical

Bridge Temperature 
Abnormal(ocumEvtBridge

T emperatureAbnormal)

Incident MetroCluster Bridge Critical

MetroCluster Connectivity events

Connectivity events provide you with information about the connectivity between the

components of a cluster and between clusters in a MetroCluster configuration so that you

can monitor for potential problems. Events are grouped by impact area and include the
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event and trap name, impact level, source type, and severity.

Impact area: availability

Event name (Trap name) Impact level Source type Severity

All Inter-Switch Links 
Down(ocumEvtMetroClust

erAllISLBetweenSwitchesD

o wn)

Incident MetroCluster inter-switch

connection

Critical

Incident MetroCluster relationship Critical

FC-SAS Bridge To Storage 
StackLink 
Down(ocumEvtBridgeSasP 
ortDown)

Incident MetroCluster bridge stack

connection

Critical

MetroCluster Configuration

Switched

Over(ocumEvtMetroCluster

DRStatusImpacted)

Risk MetroCluster relationship Warning

MetroCluster Configuration 
Partially　Switched 
Over(ocumEvtMetroCluster 
DRStatusPartiallyImpacted 
)

Risk MetroCluster relationship Error

MetroCluster Disaster

Recovery Capability

Impacted(ocumEvtMetroCl

usterDRStatusImpacted)

Risk MetroCluster relationship Critical

MetroCluster Partners Not

Reachable Over Peering

Network(ocumEvtMetroClu

sterPartnersNotReachable

OverPeeringNetwork)

Incident MetroCluster relationship Critical

Node To FC Switch All FC-VI 
Interconnect　Links 
Down(ocumEvtMccNodeSw 
itchFcviLinksDown)

Incident MetroCluster node switch

connection

Critical
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Event name (Trap name) Impact level Source type Severity

Node To FC Switch One Or

More FC-Initiator Links

Down(ocumEvtMccNodeSw

itchFcLinksOneOrMoreDow

n)

Risk MetroCluster node switch

connection

Warning

Node To FC Switch All FC-

Initiator　Links 
Down(ocumEvtMccNodeSw 
itchFcLinksDown)

Incident MetroCluster node switch

connection

Critical

Switch To FC-SAS Bridge FC 
Link　Down 
(ocumEvtMccSwitchBridge 
FcLinksDown)

Incident MetroCluster switch bridge

connection

Critical

Inter Node All FC VI 
InterConnect Links Down 
(ocumEvtMccInterNodeLin 
ksDown)

Incident Inter-node connection Critical

Inter Node One Or More 

FC VI InterConnect Links 
Down

(ocumEvtMccInterNodeLin 
ksOneOrMoreDown)

Risk Inter-node connection Warning

Node To Bridge Link Down

(ocumEvtMccNodeBridgeLi

nksDown)

Incident Node bridge connection Critical

Node to Storage Stack All 
SAS Links Down 

(ocumEvtMccNodeStackLin 
ksDown)

Incident Node stack connection Critical

Node to Storage Stack One

Or More SAS Links Down (

ocumEvtMccNodeStackLink

sOneOrMoreDown)

Risk Node stack connection Warning

MetroCluster switch events

MetroCluster switch events provide you with information about the status of the

MetroCluster switches so that you can monitor for potential problems. Events are grouped by

impact area and include the event and trap name, impact level, source type, and severity.
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Impact area: availability

Event name (Trap name) Impact level Source type Severity

Switch Temperature 
Abnormal(ocumEvtSwitchT 
emperatureAbnormal)

Incident MetroCluster Switch Critical

Switch 
Unreachable(ocumEvtSwit 
chUnreachable)

Incident MetroCluster Switch Critical

Switch Fans

Failed(ocumEvtSwitchFans

OneOrMoreFailed)

Incident MetroCluster Switch Critical

Switch Power Supplies 
Failed(ocumEvtSwitchPow 
erSuppliesOneOrMoreFail

ed)

Incident MetroCluster Switch Critical

Switch Temperature

Sensors

Failed(ocumEvtSwitchTem

peratureSensorFailed)



This

event is

applica

ble

only for

Cisco

switche

s.

Incident MetroCluster Switch Critical

NVMe Namespace events

NVMe Namespace events provide you with information about the status of your

namespaces, so that you can monitor for potential problems. Events are grouped by impact

area and include the event and trap name, impact level, source type, and severity.

An asterisk (*) identifies EMS events that have been converted to Unified Manager events.

Impact area: availability

Managing events

47



Event name (Trap name) Impact level Source type Severity

NVMeNS Offline 
*(nvmeNamespaceStatus

Offline)

Event Namespace Information

NVMeNS Online 
*(nvmeNamespaceStatus

Online)

Event Namespace Information

NVMeNS Out of Space 
*(nvmeNamespaceSpace

OutOfSpace)

Risk Namespace Warning

NVMeNS Destroy

*(nvmeNamespaceDestroy

)

Event Namespace Information

Impact area: performance

Event name (Trap name) Impact level Source type Severity

NVMe Namespace IOPS 
Critical Threshold 
Breached(ocumNvmeNa

mespaceIopsIncident)

Incident Namespace Critical

NVMe Namespace IOPS 
Warning Threshold 
Breached(ocumNvmeNa

mespaceIopsWarning)

Risk Namespace Warning

NVMe Namespace MB/s 
Critical Threshold 
Breached(ocumNvmeNa

mespaceMbpsIncident)

Incident Namespace Critical

NVMe Namespace MB/s 
Warning Threshold 
Breached(ocumNvmeNa

mespaceMbpsWarning)

Risk Namespace Warning

NVMe Namespace Latency

ms/op Critical Threshold

Breached(ocumNvmeNam

espaceLatencyIncident)

Incident Namespace Critical
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Event name (Trap name) Impact level Source type Severity

NVMe Namespace Latency

ms/op Warning Threshold

Breached(ocumNvmeNam

espaceLatencyWarning)

Risk Namespace Warning

NVMe Namespace Latency

and IOPS Critical Threshold

Breached(ocumNvmeNam

espaceLatencyIopsIncident

)

Incident Namespace Critical

NVMe Namespace 

Latency and IOPS Warning 
Threshold

Breached(ocumNvmeNam 
espaceLatencyIopsWarning 
)

Risk Namespace Warning

NVMe Namespace Latency

and MB/s Critical Threshold

Breached(ocumNvmeNam

espaceLatencyMbpsIncide

nt)

Incident Namespace Critical

NVMe Namespace 

Latency and MB/s Warning 
Threshold

Breached(ocumNvmeNam 
espaceLatencyMbpsWarnin 
g)

Risk Namespace Warning

Node events

Node events provide you with information about node status so that you can monitor for

potential problems. Events are grouped by impact area and include the event and trap

name, impact level, source type, and severity.

An asterisk (*) identifies EMS events that have been converted to Unified Manager events.

Impact area: availability
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Event name (Trap name) Impact level Source type Severity

Node Root Volume Space

Nearly

Full(ocumEvtClusterNodeR

ootVolumeSpaceNearlyFull

)

Risk Node Warning

Cloud AWS 
MetaDataConnFail

*(ocumCloudAwsMetadat

a ConnFail)

Risk Node Error

Cloud AWS

IAMCredsExpired

*(ocumCloudAwsIamCreds

Expired)

Risk Node Error

Cloud AWS IAMCredsInvalid

*(ocumCloudAwsIamCredsI

nvalid)

Risk Node Error

Cloud AWS

IAMCredsNotFound

*(ocumCloudAwsIamCreds

NotFound)

Risk Node Error

Cloud AWS

IAMCredsNotInitialized

*(ocumCloudAwsIamCreds

NotInitialized)

Event Node Information

Cloud AWS IAMRoleInvalid

*(ocumCloudAwsIamRoleI

nvalid)

Risk Node Error

Cloud AWS 
IAMRoleNotFound

*(ocumCloudAwsIamRole

NotFound)

Risk Node Error

Cloud Tier Host 
Unresolvable

*(ocumObjstoreHostUnres 
olvable)

Risk Node Error

Cloud Tier Intercluster LIF

Down

*(ocumObjstoreInterCluste

rLifDown)

Risk Node Error
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Event name (Trap name) Impact level Source type Severity

One of NFSv4 Pools 
Exhausted

*(nbladeNfsv4PoolEXhaus

t )

Incident Node Critical

Request Mismatch 

Cloud Tier Signature 
*(oscSignatureMismatch)

Risk Node Error

Impact area: capacity

Event name (Trap name) Impact level Source type Severity

QoS Monitor Memory 
Maxed

*(ocumQosMonitorMemo

ryMaxed)

Risk Node Error

QoS Monitor Memory 
Abated

*(ocumQosMonitorMemo

ryAbated)

Event Node Information

Impact area: configuration

Event name (Trap name) Impact level Source type Severity

Node Renamed(Not

applicable)

Event Node Information

Impact area: performance

Event name (Trap name) Impact level Source type Severity

Node IOPS Critical 
Threshold

Breached(ocumNodeIopsI

ncident)

Incident Node Critical

Node IOPS Warning 
Threshold

Breached(ocumNodeIops

Warning)

Risk Node Warning
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Event name (Trap name) Impact level Source type Severity

Node MB/s Critical 
Threshold

Breached(ocumNodeMbps

Incident)

Incident Node Critical

Node MB/s Warning 
Threshold

Breached(ocumNodeMbp

sWarning)

Risk Node Warning

Node Latency ms/op 
Critical Threshold 
Breached(ocumNodeLate

ncyIncident)

Incident Node Critical

Node Latency ms/op 
Warning Threshold 
Breached(ocumNodeLate

ncyWarning)

Risk Node Warning

Node Performance 
Capacity Used Critical 
Threshold

Breached(ocumNodePerf

CapacityUsedIncident)

Incident Node Critical

Node Performance 
Capacity Used Warning 
Threshold

Breached(ocumNodePerf

CapacityUsedWarning)

Risk Node Warning

Node Performance Capacity 

Used - Takeover Critical 
Threshold 
Breached(ocumNodePerfC 
apacityUsedTakeoverIncide 
nt)

Incident Node Critical

Node Performance Capacity 

Used - Takeover Warning 
Threshold 
Breached(ocumNodePerfC 
apacityUsedTakeoverWarni 
ng)

Risk Node Warning
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Event name (Trap name) Impact level Source type Severity

Node Utilization Critical 
Threshold Breached 
(ocumNodeUtilizationInci

dent)

Incident Node Critical

Node Utilization Warning 
Threshold Breached 
(ocumNodeUtilizationWarn 
ing)

Risk Node Warning

Node HA Pair Over-

utilized Threshold Breached 
(ocumNodeHaPairOverUtili 
zedInformation)

Event Node Information

Node Disk 

Fragmentation Threshold 
Breached 
(ocumNodeDiskFragmenta 
tionWarning)

Risk Node Warning

Performance Capacity 

Used Threshold Breached 
(ocumNodeOverUtilizedWa 
rning)

Risk Node Warning

Node Dynamic Threshold

Breached

(ocumNodeDynamicEvent

Warning)

Risk Node Warning

Impact area: security

Impact level Source type SeverityEvent name (Trap name) 

Advisory ID: NTAP-

<advisory ID>(ocumx)

Risk Node Critical

NVRAM battery events

NVRAM battery events provide you with information about the status of your batteries so

that you can monitor for potential problems. Events are grouped by impact area and include

the event and trap name, impact level, source type, and severity.

Impact area: availability
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Event name (Trap name) Impact level Source type Severity

NVRAM Battery
Low(ocumEvtNvramBatter 
yLow)

Risk Node Warning

NVRAM Battery 
Discharged(ocumEvtNvra 
mBatteryDischarged)

Risk Node Error

NVRAM　Battery　Overly 
Charged(ocumEvtNvramBa 
tteryOverCharged)

Incident Node Critical

Port events

Port events provide you with status about cluster ports so that you can monitor changes or

problems on the port, like whether the port is down.

Impact area: availability

Event name (Trap name) Impact level Source type Severity

Port Status 
Down(ocumEvtPortStatus 
Down)

Incident Node Critical

Impact area: performance

Event name (Trap name) Impact level Source type Severity

Network Port MB/s Critical

Threshold

Breached(ocumNetworkPo

rtMbpsIncident)

Incident Port Critical

Network Port MB/s 
Warning Threshold 
Breached(ocumNetworkPo 
rtMbpsWarning)

Risk Port Warning

FCP　Port　MB/s　Critical 
Threshold

Breached(ocumFcpPortMb 
psIncident)

Incident Port Critical
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Event name (Trap name) Impact level Source type Severity

FCP Port MB/s Warning

Threshold

Breached(ocumFcpPortMb

psWarning)

Risk Port Warning

Network Port 

Utilization Critical 
Threshold 
Breached(ocumNetworkPo 
rtUtilizationIncident)

Incident Port Critical

Network Port 

Utilization Warning 
Threshold 
Breached(ocumNetworkPo 
rtUtilizationWarning)

Risk Port Warning

FCP Port Utilization Critical

Threshold

Breached(ocumFcpPortUtil

izationIncident)

Incident Port Critical

FCP Port Utilization 
Warning Threshold 
Breached(ocumFcpPortUtil 
izationWarning)

Risk Port Warning

Power supplies events

Power supplies events provide you with information about the status of your hardware so

that you can monitor for potential problems. Events are grouped by impact area and include

the event and trap name, impact level, source type, and severity.

Impact area: availability

Event name (Trap name) Impact level Source type Severity

One or More Failed Power

Supplies(ocumEvtPowerSu

pplyOneOrMoreFailed)

Incident Node Critical

Protection events

Protection events tell you if a job has failed or been aborted so that you can monitor for

problems. Events are grouped by impact area and include the event and trap name, impact

level, source type, and severity.

Impact area: protection
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Event name (Trap name) Impact level Source type Severity

Protection Job

Failed(ocumEvtProtectionJ

obTaskFailed)

Incident Volume or storage service Critical

Protection Job

Aborted(ocumEvtProtectio

nJobAborted)

Risk Volume or storage service Warning

Qtree events

Qtree events provide you with information about the qtree capacity and the file and disk

limits so that you can monitor for potential problems. Events are grouped by impact area

and include the event and trap name, impact level, source type, and severity.

Impact area: capacity

Event name (Trap name) Impact level Source type Severity

Qtree Space Nearly 
Full(ocumEvtQtreeSpaceN

earlyFull)

Risk Qtree Warning

Qtree Space

Full(ocumEvtQtreeSpaceFu

ll)

Risk Qtree Error

Qtree Space 
Normal(ocumEvtQtreeSpa

ceThresholdOk)

Event Qtree Information

Qtree Files Hard Limit

Reached(ocumEvtQtreeFile

sHardLimitReached)

Incident Qtree Critical

Qtree Files Soft Limit

Breached(ocumEvtQtreeFil

esSoftLimitBreached)

Risk Qtree Warning

Qtree Space Hard Limit

Reached(ocumEvtQtreeSpa

ceHardLimitReached)

Incident Qtree Critical

Qtree Space Soft Limit

Breached(ocumEvtQtreeSp

aceSoftLimitBreached)

Risk Qtree Warning
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Service processor events

Service processor events provide you with information about the status of your processor so

that you can monitor for potential problems. Events are grouped by impact area and include

the event and trap name, impact level, source type, and severity.

Impact area: availability

Event name (Trap name) Impact level Source type Severity

Service Processor Not 
Configured(ocumEvtServic 
eProcessorNotConfigured)

Risk Node Warning

Service Processor

Offline(ocumEvtServicePro

cessorOffline)

Risk Node Error

SnapMirror relationship events

SnapMirror relationship events provide you with information about the status of your

Asynchronous and Synchronous SnapMirror relationships so that you can monitor for

potential problems. Asynchronous SnapMirror relationship events are generated for both

Storage VMs and volumes but Synchronous SnapMirror relationship events are generated

only for volume relationships. There are no events generated for constituent volumes that

are part of Storage VM disaster recovery relationships. Events are grouped by impact area

and include the event and trap name, impact level, source type, and severity.

Impact area: protection

An asterisk (*) identifies EMS events that have been converted to Unified Manager events.


The SnapMirror relationships events are generated for Storage VMs that are protected by

Storage VM disaster recovery but not for any constituent object relationships.

Event name (Trap name) Impact level Source type Severity

Mirror Replication 
Unhealthy(ocumEvtSnapm 
irrorRelationshipUnhealth

y )

Risk SnapMirror relationship Warning

Mirror Replication Broken-

off(ocumEvtSnapmirrorRel

ationshipStateBrokenoff)

Risk SnapMirror relationship Error
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Event name (Trap name) Impact level Source type Severity

Mirror Replication Initialize

Failed(ocumEvtSnapmirror

RelationshipInitializeFaile

d)

Risk SnapMirror relationship Error

Mirror Replication Update

Failed(ocumEvtSnapmirror

RelationshipUpdateFailed)

Risk SnapMirror relationship Error

Mirror Replication Lag 
Error(ocumEvtSnapMirror

RelationshipLagError)

Risk SnapMirror relationship Error

Mirror Replication Lag 
Warning(ocumEvtSnapMir 
rorRelationshipLagWarnin 
g)

Risk SnapMirror relationship Warning

Mirror Replication Resync

Failed(ocumEvtSnapmirror

RelationshipResyncFailed)

Risk SnapMirror relationship Error

SynchronousReplication 
OutOfSync 
*(syncSnapmirrorRelations 
hipOutofsync)

Risk SnapMirror relationship Warning

Synchronous Replication 
Restored

*(syncSnapmirrorRelation

shipInSync)

Event SnapMirror relationship Information

Synchronous Replication 
Auto Resync Failed 
*(syncSnapmirrorRelation

shipAutoSyncRetryFailed)

Risk SnapMirror relationship Error

Asynchronous Mirror and Vault relationship events

Asynchronous Mirror and Vault relationship events provide you with information about the

status of your Asynchronous SnapMirror and Vault relationships so that you can monitor for

potential problems. Asynchronous Mirror and Vault relationship events are supported for

both volume and Storage VM protection relationships. But only Vault relationships are not

supported for Storage VM disaster recovery. Events are grouped by impact area and include

the event and trap name, impact level, source type, and severity.
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Impact area: protection


The SnapMirror and Vault relationships events are also generated for Storage VMs that are

protected by Storage VM disaster recovery but not for any constituent object relationships.

Event name (Trap name) Impact level Source type Severity

Asynchronous Mirror and

Vault

Unhealthy(ocumEvtMirrorV

aultRelationshipUnhealthy

)

Risk SnapMirror relationship Warning

Asynchronous Mirror 

and Vault Broken-

off(ocumEvtMirrorVaultRel 
ationshipStateBrokenoff)

Risk SnapMirror relationship Error

Asynchronous Mirror 

and Vault Initialize 
Failed(ocumEvtMirrorVault 
RelationshipInitializeFaile 
d)

Risk SnapMirror relationship Error

Asynchronous Mirror 

and Vault Update 
Failed(ocumEvtMirrorVault 
RelationshipUpdateFailed)

Risk SnapMirror relationship Error

Asynchronous Mirror 

and Vault Lag 
Error(ocumEvtMirrorVaultR 
elationshipLagError)

Risk SnapMirror relationship Error

Asynchronous Mirror 

and Vault Lag 
Warning(ocumEvtMirrorVa 
ultRelationshipLagWarnin 
g)

Risk SnapMirror relationship Warning

Asynchronous Mirror 

and Vault Resync 
Failed(ocumEvtMirrorVault 
RelationshipResyncFailed)

Risk SnapMirror relationship Error

 "SnapMirror update failure" event is raised by Active IQ portal (Config Advisor).

Snapshot events

Snapshot events provide information about the status of snapshots which enables you to
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monitor the snapshots for potential problems. The events are grouped by impact area, and

include the event name, trap name, impact level, source type, and severity.

Impact area: availability

Event name (Trap name) Impact level Source type Severity

Snapshot Auto-delete

Disabled(Not applicable)

Event Volume Information

Snapshot Auto-delete

Enabled(Not applicable)

Event Volume Information

Snapshot Auto-delete

Configuration

Modified(Not applicable)

Event Volume Information

SnapVault relationship events

SnapVault relationship events provide you with information about the status of your

SnapVault relationships so that you can monitor for potential problems. Events are grouped

by impact area and include the event and trap name, impact level, source type, and severity.

Impact area: protection

Event name (Trap name) Impact level Source type Severity

Asynchronous Vault

Unhealthy(ocumEvtSnapV

aultRelationshipUnhealthy

)

Risk SnapMirror relationship Warning

Asynchronous Vault

Broken-

off(ocumEvtSnapVaultRela

tionshipStateBrokenoff)

Risk SnapMirror relationship Error

Asynchronous Vault 
Initialize

Failed(ocumEvtSnapVault

RelationshipInitializeFaile

d)

Risk SnapMirror relationship Error

Asynchronous Vault 
Update

Failed(ocumEvtSnapVault

RelationshipUpdateFailed)

Risk SnapMirror relationship Error
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Event name (Trap name) Impact level Source type Severity

Asynchronous Vault Lag

Error(ocumEvtSnapVaultRe

lationshipLagError)

Risk SnapMirror relationship Error

Asynchronous Vault Lag

Warning(ocumEvtSnapVau

ltRelationshipLagWarning)

Risk SnapMirror relationship Warning

Asynchronous Vault Resync

Failed(ocumEvtSnapvaultR

elationshipResyncFailed)

Risk SnapMirror relationship Error

Storage failover settings events

Storage failover (SFO) settings events provide you with information about whether your

storage failover is disabled or not configured so that you can monitor for potential problems.

Events are grouped by impact area and include the event and trap name, impact level,

source type, and severity.

Impact area: availability

Event name (Trap name) Impact level Source type Severity

Storage Failover 
Interconnect One Or 

More Links

Down(ocumEvtSfoIntercon 
nectOneOrMoreLinksDown 
)

Risk Node Warning

Storage Failover 
Disabled(ocumEvtSfoSetti

ngsDisabled)

Risk Node Error

Storage Failover Not 
Configured(ocumEvtSfoSe

ttingsNotConfigured)

Risk Node Error

Storage Failover State -

Takeover(ocumEvtSfoState

Takeover)

Risk Node Warning

Storage Failover State -

Partial

Giveback(ocumEvtSfoState

PartialGiveback)

Risk Node Error
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Event name (Trap name) Impact level Source type Severity

Storage Failover Node 
Status

Down(ocumEvtSfoNodeSta 
tusDown)

Risk Node Error

Storage Failover Takeover

Not

Possible(ocumEvtSfoTakeo

verNotPossible)

Risk Node Error

Storage services events

Storage services events provide you with information about the creation and subscription of

storage services so that you can monitor for potential problems. Events are grouped by

impact area and include the event and trap name, impact level, source type, and severity.

Impact area: configuration

Event name (Trap name) Impact level Source type Severity

Storage Service

Created(Not applicable)

Event Storage service Information

Storage Service 
Subscribed(Not applicable)

Event Storage service Information

Storage Service

Unsubscribed(Not

applicable)

Event Storage service Information

Impact area: protection

Event name (Trap name) Impact level Source type Severity

Unexpected Deletion 

of Managed SnapMirror 
Relationship(ocumEvtStora 
geServiceUnsupportedRela 
tionshipDeletion

Risk Storage service Warning

Unexpected Deletion of

Storage Service Member

Volume(ocumEvtStorageSe

rviceUnexpectedVolumeDe

letion)

Incident Storage service Critical
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Storage shelf events

Storage shelf events tell you if your storage shelf has abnormal so that you can monitor for

potential problems. Events are grouped by impact area and include the event and trap

name, impact level, source type, and severity.

Impact area: availability

Event name (Trap name) Impact level Source type Severity

Abnormal Voltage 
Range(ocumEvtShelfVolta

geAbnormal)

Risk Storage shelf Warning

Abnormal Current

Range(ocumEvtShelfCurre

ntAbnormal)

Risk Storage shelf Warning

Abnormal

Temperature(ocumEvtShelf

TemperatureAbnormal)

Risk Storage shelf Warning

Storage VM events

Storage VM (storage virtual machine, also known as SVM) events provide you with

information about the status of your storage VMs (SVMs) so that you can monitor for

potential problems. Events are grouped by impact area and include the event and trap

name, impact level, source type, and severity.

An asterisk (*) identifies EMS events that have been converted to Unified Manager events.

Impact area: availability

Event name (Trap name) Impact level Source type Severity

SVM CIFS Service 
Down(ocumEvtVserverCifsS 
erviceStatusDown)

Incident SVM Critical

SVM CIFS Service Not

Configured(Not applicable)

Event SVM Information

Attempts to Connect 
Nonexistent CIFS Share 
*(nbladeCifsNoPrivShare)

Incident SVM Critical
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Event name (Trap name) Impact level Source type Severity

CIFS NetBIOS Name 
Conflict

*(nbladeCifsNbNameConfli 
ct)

Risk SVM Error

CIFS Shadow Copy 
Operation Failed

*(cifsShadowCopyFailure

)

Risk SVM Error

Many CIFS Connections

*(nbladeCifsManyAuths)

Risk SVM Error

Max CIFS Connection 
Exceeded

*(nbladeCifsMaxOpenSam 
eFile)

Risk SVM Error

Max Number of CIFS 
Connection Per User 
Exceeded

*(nbladeCifsMaxSessPerUs 
rConn)

Risk SVM Error

SVM FC/FCoE Service 
Down(ocumEvtVserverFcSe 
rviceStatusDown)

Incident SVM Critical

SVM iSCSI Service

Down(ocumEvtVserverIscsi 
ServiceStatusDown)

Incident SVM Critical

SVM NFS Service 
Down(ocumEvtVserverNfsS 
erviceStatusDown)

Incident SVM Critical

SVM FC/FCoE Service Not

Configured(Not applicable)

Event SVM Information

SVM iSCSI Service Not

Configured(Not applicable)

Event SVM Information

SVM NFS Service Not

Configured(Not applicable)

Event SVM Information

SVM

Stopped(ocumEvtVserverD

own)

Risk SVM Warning
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Event name (Trap name) Impact level Source type Severity

AV Server too Busy to

Accept New Scan Request

*(nbladeVscanConnBackPr

essure)

Risk SVM Error

No AV Server Connection 
forVirusScan 
*(nbladeVscanNoScannerC 
onn)

Incident SVM Critical

No AV Server Registered

*(nbladeVscanNoRegdSca

nner)

Risk SVM Error

No Responsive AV Server

Connection

*(nbladeVscanConnInactiv

e)

Event SVM Information

Unauthorized User Attempt 
toAVServer 
*(nbladeVscanBadUserPriv 
Access)

Risk SVM Error

Virus Found By AV Server

*(nbladeVscanVirusDetect

ed)

Risk SVM Error

Impact area: configuration

Event name (Trap name) Impact level Source type Severity

SVM Discovered(Not

applicable)

Event SVM Information

SVM Deleted(Not 
applicable)

Event Cluster Information

SVM Renamed(Not

applicable)

Event SVM Information

Impact area: performance
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Event name (Trap name) Impact level Source type Severity

SVM IOPS Critical Threshold

Breached(ocumSvmIopsInc

ident)

Incident SVM Critical

SVM IOPS Warning 
Threshold

Breached(ocumSvmIopsW 
arning)

Risk SVM Warning

SVM MB/s Critical 
Threshold

Breached(ocumSvmMbpsI 
ncident)

Incident SVM Critical

SVM MB/s Warning 
Threshold

Breached(ocumSvmMbps 
Warning)

Risk SVM Warning

SVM Latency Critical 
Threshold

Breached(ocumSvmLaten 
cyIncident)

Incident SVM Critical

SVM Latency Warning 
Threshold

Breached(ocumSvmLaten 
cyWarning)

Risk SVM Warning

Impact area: security

Event name (Trap name) Impact level Source type Severity

Audit Log 
Disabled(ocumVserverAudi 
tLogDisabled)

Risk SVM Warning

Login Banner

Disabled(ocumVserverLogi

nBannerDisabled)

Risk SVM Warning

SSH is Using Insecure 
Ciphers(ocumVserverSSHIn 
secure)

Risk SVM Warning
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Event name (Trap name) Impact level Source type Severity

Login Banner

Changed(ocumVserverLogi

nBannerChanged)

Risk SVM Warning

Storage VM anti-

ransomware monitoring is

Disabled

(antiRansomwareSvmState

Disabled)

Risk SVM Warning

StorageVM anti-

ransomware monitoring is

Enabled (Learning Mode)

(antiRansomwareSvmState

Dryrun)

Event SVM Information

Storage VM suitable for 
anti-ransomware 
monitoring(Learning 
Mode)

(ocumEvtSvmArwCandidat 
e)

Event SVM Information

User and group quota events

User and group quota events provide you with information about the capacity of the user

and user group quota as well as the file and disk limits so that you can monitor for potential

problems. Events are grouped by impact area and include the event and trap name, impact

level, source type, and severity.

Impact area: capacity

Event name (Trap name) Impact level Source type Severity

User or Group Quota 

Disk Space Soft Limit 
Breached(ocumEvtUserOrG 
roupQuotaDiskSpaceSoftLi 
mitBreached)

Risk User or group quota Warning

User or Group Quota 

Disk Space Hard Limit 
Reached(ocumEvtUserOrGr 
oupQuotaDiskSpaceHardLi 
mitReached)

Incident User or group quota Critical
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Event name (Trap name) Impact level Source type Severity

User or Group Quota 

File Count Soft Limit 
Breached(ocumEvtUserOrG 
roupQuotaFileCountSoftLi 
mitBreached)

Risk User or group quota Warning

User or Group Quota 

File Count Hard Limit 
Reached(ocumEvtUserOrGr 
oupQuotaFileCountHardLi 
mitReached)

Incident User or group quota Critical

Volume events

Volume events provide information about the status of volumes which enables you to

monitor for potential problems. The events are grouped by impact area, and include the

event name, trap name, impact level, source type, and severity.

An asterisk (*) identifies EMS events that have been converted to Unified Manager events.

Impact area: availability

Event name (Trap name) Impact level Source type Severity

Volume

Restricted(ocumEvtVolume

Restricted)

Risk Volume Warning

Volume

Offline(ocumEvtVolumeOff

line)

Incident Volume Critical

Volume Partially

Available(ocumEvtVolume

PartiallyAvailable)

Risk Volume Error

Volume Unmounted(Not 
applicable)

Event Volume Information

Volume Mounted(Not

applicable)

Event Volume Information

Volume Remounted(Not 
applicable)

Event Volume Information
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Event name (Trap name) Impact level Source type Severity

Volume Junction Path 
Inactive(ocumEvtVolumeJ

unctionPathInactive)

Risk Volume Warning

Volume Autosize

Enabled(Not applicable)

Event Volume Information

Volume Autosize-

Disabled(Not applicable)

Event Volume Information

Volume Autosize 

Maximum Capacity 
Modified(Not applicable)

Event Volume Information

Volume Autosize

Increment Size

Modified(Not applicable)

Event Volume Information

Impact area: capacity

Event name (Trap name) Impact level Source type Severity

Thin-Provisioned 

Volume Space At 
Risk(ocumThinProvisionVol 
umeSpaceAtRisk)

Risk Volume Warning

Volume Space

Full(ocumEvtVolumeFull)

Risk Volume Error

Volume Space Nearly 
Full(ocumEvtVolumeNearl 
yFull)

Risk Volume Warning

Volume Logical Space Full

*(volumeLogicalSpaceFull)

Risk Volume Error

Volume Logical Space 
NearlyFull 
*(volumeLogicalSpaceNea

rlyFull)

Risk Volume Warning

Volume Logical Space 
Normal

*(volumeLogicalSpaceAll

OK)

Event Volume Information
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Event name (Trap name) Impact level Source type Severity

Volume Snapshot Reserve

Space

Full(ocumEvtSnapshotFull)

Risk Volume Warning

Too Many　Snapshot 
Copies(ocumEvtSnapshotT 
ooMany)

Risk Volume Error

Volume Qtree Quota 
Overcommitted(ocumEvtV 
olumeQtreeQuotaOverco

mmitted)

Risk Volume Error

Volume Qtree Quota Nearly

Overcommitted(ocumEvtV

olumeQtreeQuotaAlmostO

vercommitted)

Risk Volume Warning

Volume Growth Rate 
Abnormal(ocumEvtVolum

eGrowthRateAbnormal)

Risk Volume Warning

VolumeDays Until

Full(ocumEvtVolumeDaysU

ntilFullSoon)

Risk Volume Error

Volume Space Guarantee

Disabled(Not applicable)

Event Volume Information

Volume Space Guarantee

Enabled(Not Applicable)

Event Volume Information

Volume Space Guarantee

Modified(Not applicable)

Event Volume Information

Volume Snapshot Reserve 
DaysUntil 
Full(ocumEvtVolumeSnaps 
hotReserveDaysUntilFullSo 
on)

Risk Volume Error

FlexGroup Constituents 
Have Space Issues 
*(flexGroupConstituentsH

aveSpaceIssues)

Risk Volume Error
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Event name (Trap name) Impact level Source type Severity

FlexGroup Constituents 
Space Status All OK 
*(flexGroupConstituentsS

paceStatusAllOK)

Event Volume Information

FlexGroup Constituents 
Have Inodes Issues 
*(flexGroupConstituentsH

aveInodesIssues)

Risk Volume Error

FlexGroup Constituents 
Inodes Status All OK 
*(flexGroupConstituentsI

nodesStatusAllOK)

Event Volume Information

WAFL Volume AutoSize Fail

*(waflVolAutoSizeFail)

Risk Volume Error

WAFL Volume AutoSize 
Done

*(waflVolAutoSizeDone)

Event Volume Information

FlexGroup Volume Is Over

80% Utilized*

Incident Volume Error

FlexGroup Volume Is Over

90% Utilized*

Incident Volume Critical

Volume storage efficiency

anomaly

(ocumVolumeAbnormalSto

rageEfficiencyWarning)

Risk Volume Warning

Impact area: configuration

Event name (Trap name) Impact level Source type Severity

Volume Renamed(Not

applicable)

Event Volume Information

Volume Discovered(Not

applicable)

Event Volume Information

Volume Deleted(Not

applicable)

Event Volume Information

Impact area: performance
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Event name (Trap name) Impact level Source type Severity

QoS Volume Max IOPS 
Warning Threshold 
Breached(ocumQosVolum

eMaxIopsWarning)

Risk Volume Warning

QoS Volume Max MB/s 
Warning Threshold 
Breached(ocumQosVolum

eMaxMbpsWarning)

Risk Volume Warning

QoS Volume Max IOPS/

TB Warning Threshold 
Breached(ocumQosVolume 
MaxIopsPerTbWarning)

Risk Volume Warning

Workload Volume 

Latency Threshold 
Breachedas defined by 
Performance Service Level 
Policy(ocumConformanceL 
atencyWarning)

Risk Volume Warning

Volume IOPS Critical 
Threshold

Breached(ocumVolumeIo

psIncident)

Incident Volume Critical

Volume IOPS Warning 
Threshold

Breached(ocumVolumeIo

psWarning)

Risk Volume Warning

Volume MB/s Critical 
Threshold

Breached(ocumVolumeM

bpsIncident)

Incident Volume Critical

Volume MB/s Warning 
Threshold

Breached(ocumVolumeM

bpsWarning )

Risk Volume Warning

Volume Latency ms/op 
Critical Threshold 
Breached(ocumVolumeLa

tencyIncident)

Incident Volume Critical
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Event name (Trap name) Impact level Source type Severity

Volume Latency ms/op 
Warning Threshold 
Breached(ocumVolumeLa

tencyWarning)

Risk Volume Warning

Volume Cache Miss 

Ratio Critical Threshold 
Breached(ocumVolumeCac 
heMissRatioIncident)

Incident Volume Critical

Volume Cache Miss 

Ratio Warning Threshold 
Breached(ocumVolumeCac 
heMissRatioWarning)

Risk Volume Warning

Volume Latency and 

IOPS Critical Threshold 
Breached(ocumVolumeLat 
encyIopsIncident)

Incident Volume Critical

Volume Latency and 

IOPS Warning Threshold 
Breached(ocumVolumeLat 
encyIopsWarning)

Risk Volume Warning

Volume Latency and 

MB/s Critical Threshold 
Breached(ocumVolumeLat 
encyMbpsIncident)

Incident Volume Critical

Volume Latency and 

MB/s Warning Threshold 
Breached(ocumVolumeLat 
encyMbpsWarning)

Risk Volume Warning

Volume Latency and 
Aggregate Performance 
Capacity UsedC ritical 
Threshold

Breached(ocumVolumeLa

tencyAggregatePerfCapaci

tyUsedIncident)

Incident Volume Critical
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Event name (Trap name) Impact level Source type Severity

Volume Latency and 
Aggregate Performance 
Capacity Used Warning 
Threshold

Breached(ocumVolumeLa

tencyAggregatePerfCapaci

tyUsedWarning)

Risk Volume Warning

Volume　Latency　and 
Aggregate Utilization 
Critical Threshold 
Breached(ocumVolumeLat 
encyAggregateUtilizationI 
ncident)

Incident Volume Critical

VolumeLatencyand

Aggregate Utilization

Warning Threshold

Breached(ocumVolumeLat

encyAggregateUtilizationW

arning)

Risk Volume Warning

Volume Latency and Node 
Performance Capacity 

Used Critical Threshold 
Breached(ocumVolumeLat 
encyNodePerfCapacityUsed 
Incident)

Incident Volume Critical

Volume Latency and Node 
Performance Capacity 

Used Warning Threshold 
Breached(ocumVolumeLat 
encyNodePerfCapacityUsed 
Warning)

Risk Volume Warning

Volume Latency and 

Node Performance 

Capacity Used -Takeover 
Critical Threshold

Breached(ocumVolumeLat 
encyAggregatePerfCapacit 
yUsedTakeoverIncident)

Incident Volume Critical
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Event name (Trap name) Impact level Source type Severity

Volume Latency and 

Node Performance 

Capacity Used -Takeover 
Warning Threshold

Breached(ocumVolumeLat 
encyAggregatePerfCapacit 
yUsedTakeoverWarning)

Risk Volume Warning

Volume Latency and 

Node Utilization Critical 
Threshold

Breached(ocumVolumeLat 
encyNodeUtilizationIncide 
nt)

Incident Volume Critical

Volume Latency and 

Node Utilization Warning 
Threshold

Breached(ocumVolumeLat 
encyNodeUtilizationWarni 
ng)

Risk Volume Warning

Impact area: security

Event name (Trap name) Impact level Source type Severity

Volume anti-ransomware 
monitoring is Enabled

(Active Mode)

(antiRansomwareVolumeS

tateEnabled)

Event Volume Information

Volumeanti-ransomware

monitoring is Disabled

(antiRansomwareVolumeS

tateDisabled)

Risk Volume Warning

Volume anti-ransomware 
monitoring is Enabled

(Learning Mode)

(antiRansomwareVolumeS

tateDryrun)

Event Volume Information
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Event name (Trap name) Impact level Source type Severity

Volume anti-ransomware 
monitoring is Paused

(Learning Mode)

(antiRansomwareVolumeS

tateDryrunPaused)

Risk Volume Warning

Volume　anti-ransomware 
monitoring is Paused

(Active Mode)

(antiRansomwareVolumeS

tateEnablePaused)

Risk Volume Warning

Volume　anti-ransomware

monitoring is Disabling

(antiRansomwareVolumeS

tateDisableInProgress)

Risk Volume Warning

Ransomware Activity Seen

(callHomeRansomwareActi

vitySeen)

Incident Volume Critical

Volume suitable for anti-

ransomware　monitoring 
(Learning　Mode)

(ocumEvtVolumeArwCandi 
date)

Event Volume Information

Volume suitable for anti-

ransomware　monitoring 
(Active　Mode)

(ocumVolumeSuitedForActi 
veAntiRansomwareDetecti 
on)

Risk Volume Warning

Volume　exhibits　noisy 
anti-ransomware　alerting 
(antiRansomwareFeatureN 
oisyVolume)

Risk Volume Warning

Volume move status events

Volume move status events tell you about the status of your volume move so that you can

monitor for potential problems. Events are grouped by impact area and include the event

and trap name, impact level, source type, and severity.
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Impact area: capacity

Event name (Trap name) Impact level Source type Severity

Volume Move Status: In

Progress(Not applicable)

Event Volume Information

Volume Move Status -

Failed(ocumEvtVolumeMo

veFailed)

Risk Volume Error

Volume　Move　Status: 
Completed(Not applicable)

Event Volume Information

Volume Move - Cutover

Deferred(ocumEvtVolume

MoveCutoverDeferred)

Risk Volume Warning

Description of event windows and dialog boxes

Events notify you about any issues in your environment. You can use the Event Management

inventory page and Event details page to monitor all the events. You can use the

Notification Setup Options dialog box to configure notification. You can use the Event Setup

page to disable or enable events.

Notifications page

You can configure the Unified Manager server to send notifications when an event is

generated or when it is assigned to a user. You can also configure the notification

mechanisms. For example, notifications can be sent as emails or SNMP traps.

You must have the Application Administrator or Storage Administrator role.

Email

This area enables you to configure the following email settings for alert notification:

• From Address

Specifies the email address from which the alert notification is sent. This value is also used as the from address 
for　a　report　when　shared.　If　the　From　Address　is　pre-filled　with　the　address

"ActiveIQUnifiedManager@localhost.com", you should change it to a real, working email address to make sure 
that all email notifications are delivered successfully.

SMTP Server

This area enables you to configure the following SMTP server settings:

• Host Name or IP Address
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Specifies the host name of your SMTP host server, which is used to send the alert notification to the specified

recipients.

• User Name

Specifies the SMTP user name. SMTP user name is required only when the SMTPAUTH is enabled in the SMTP

server.

• Password

Specifies the SMTP password. SMTP user name is required only when the SMTPAUTH is enabled in the SMTP

server.

• Port

Specifies the port that is used by the SMTP host server to send alert notification.

The default value is 25.

• Use START/TLS

Checking this box provides secure communication between the SMTP server and the management server by

using the TLS/SSL protocols (also known as start_tls and StartTLS).

• Use SSL

Checking this box provides secure communication between the SMTP server and the management server by

using the SSL protocol.

SNMP

This area enables you to configure the following SNMP trap settings:

• Version

Specifies the SNMP version you want to use depending on the type of security you require. Options include

Version 1, Version 3, Version 3 with Authentication, and Version 3 with Authentication and Encryption. The

default value is Version 1.

• Trap Destination Host

Specifies the host name or IP address (IPv4 or IPv6) that receives the SNMP traps that are sent by the

management server. To specify multiple trap destinations, separate each host with a comma.


All other SNMP settings, such as "Version" and "Outbound Port", must be the same for all

hosts in the list.

• Outbound Trap Port

Specifies the port through which the SNMP server receives the traps that are sent by the management server.

The default value is 162.

• Community
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The community string to access the host.

• Engine ID

Specifies the unique identifier of the SNMP agent and is automatically generated by the management server.

Engine ID is available with SNMP Version 3, SNMP Version 3 with Authentication, and SNMP Version 3 with

Authentication and Encryption.

• Username

Specifies the SNMP user name. User name is available with SNMP Version 3, SNMP Version 3 with

Authentication, and SNMP Version 3 with Authentication and Encryption.

• Authentication Protocol

Specifies the protocol used to authenticate a user. Protocol options include MD5 and SHA. MD5 is the default

value. Authentication protocol is available with SNMP Version 3 with Authentication and SNMP Version 3 with

Authentication and Encryption.

• Authentication Password

Specifies the password used when authenticating a user. Authentication password is available with SNMP

Version 3 with Authentication and SNMP Version 3 with Authentication and Encryption.

• Privacy Protocol

Specifies the privacy protocol used to encrypt SNMP messages. Protocol options include AES 128 and DES. The

default value is AES 128. Privacy protocol is available with SNMP Version 3 with Authentication and

Encryption.

• Privacy Password

Specifies the password when using privacy protocol. Privacy password is available with SNMP Version 3 with

Authentication and Encryption.

Event Management inventory page

The Event Management inventory page enables you to view a list of current events and their

properties. You can perform tasks such as acknowledging, resolving, and assigning events.

You can also add an alert for specific events.

The information on this page is refreshed automatically every 5 minutes to ensure that the most current new

events are displayed.

Filter components

Enable you to customize the information that is displayed in the events list. You can refine the list of events that

are displayed using the following components:

• View menu to select from a pre-defined list of filter selections.

This includes items such as all active (new and acknowledged) events, active performance events, events

assigned to me (the logged in user), and all events generated during all maintenance windows.
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• Search pane to refine the list of events by entering full or partial terms.

• Filter button that launches the Filters pane so you can select from every available field and field attribute to

refine the list of events.

Command buttons

The command buttons enable you to perform the following tasks:

• Assign To

Enables you to select the user to whom the event is assigned. When you assign an event to a user, the user

name and the time when you assigned the event is added in the events list for the selected events.

◦ Me

Assigns the event to the currently logged in user.

◦ Another user

Displays the Assign Owner dialog box, which enables you to assign or reassign the event to other users.

You can also unassign events by leaving the ownership field blank.

• Acknowledge

Acknowledges the selected events.

When you acknowledge an event, your user name and the time when you acknowledged the event are added

in the events list for the selected events. When you acknowledge an event, you are responsible for managing

that event.

 You cannot acknowledge Information events.

• Mark As Resolved

Enables you to change the event state to resolved.

When you resolve an event, your user name and the time when you resolved the event are added in the events

list for the selected events. After you have taken corrective action for the event, you must mark the event as

resolved.

• Add Alert

Displays the Add Alert dialog box, which enables you to add alerts for the selected events.

• Reports

Enables you to export details of the current event view to a comma-separated values (.csv) file or PDF

document.

• Show/Hide Column Selector

Enables you to choose the columns that display on the page and select the order in which they are displayed.

Events list
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Displays details of all the events ordered by triggered time.

By default the All active events view is displayed to show the New and Acknowledged events for the previous seven

days that have an Impact Level of Incident or Risk.

• Triggered Time

The time at which the event was generated.

• Severity

The event severity: Critical ( ), Error ( ), Warning ( ), and Information ( ).

• State

The event state: New, Acknowledged, Resolved, or Obsolete.

• Impact Level

The event impact level: Incident, Risk, Event, or Upgrade.

• Impact Area

The event impact area: Availability, Capacity, Performance, Protection, Configuration, or Security.

• Name

The event name. You can select the name to display the Event details page for that event.

• Source

The name of the object on which the event has occurred. You can select the name to display the health or

performance details page for that object.

When a shared QoS policy breach occurs, only the workload object that is consuming the most IOPS or MB/s is

shown in this field. Additional workloads that are using this policy are displayed in the Event details page.

• Source Type

The object type (for example, Storage VM, Volume, or Qtree) with which the event is associated.

• Assigned To

The name of the user to whom the event is assigned.

• Event Origin

Whether the event originated from the "Active IQ Portal" or directly from "Active IQ Unified Manager".

• Annotation Name

The name of the annotation that is assigned to the storage object.

• Notes

The number of notes that are added for an event.
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• Days Outstanding

The number of days since the event was initially generated.

• Assigned Time

The time that has elapsed since the event was assigned to a user. If the time elapsed exceeds a week, the

timestamp when the event was assigned to a user is displayed.

• Acknowledged By

The name of the user who acknowledged the event. The field is blank if the event is not acknowledged.

• Acknowledged Time

The time that has elapsed since the event was acknowledged. If the time elapsed exceeds a week, the

timestamp when the event was acknowledged is displayed.

• Resolved By

The name of the user who resolved the event. The field is blank if the event is not resolved.

• Resolved Time

The time that has elapsed since the event was resolved. If the time elapsed exceeds a week, the timestamp

when the event was resolved is displayed.

• Obsoleted Time

The time when the state of the event became Obsolete.

Event details page

From the Event details page, you can view the details of a selected event, such as the event

severity, impact level, impact area, and event source. You can also view additional

information about possible remediations to resolve the issue.

• Event Name

The name of the event and the time the event was last seen.

For non-performance events, while the event is in the New or Acknowledged state the last seen information is

not known and is therefore hidden.

• Event Description

A brief description of the event.

In some cases a reason for the event being triggered is provided in the event description.

• Component in Contention

For dynamic performance events, this section displays icons that represent the logical and physical

components of the cluster. If a component is in contention, its icon is circled and highlighted red.
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See Cluster components and why they can be in contention for a description of the components that are

displayed here.

The Event Information, System Diagnosis, and Suggested Actions sections are described in other topics.

Command buttons

The command buttons enable you to perform the following tasks:

• Notes icon

Enables you to add or update a note about the event, and review all notes left by other users.

Actions menu

• Assign to Me

Assigns the event to you.

• Assign to Others

Opens the Assign Owner dialog box, which enables you to assign or reassign the event to other users.

When you assign an event to a user, the user’s name and the time when the event was assigned are added in

the events list for the selected events.

You can also unassign events by leaving the ownership field blank.

• Acknowledge

Acknowledges the selected events so that you do not continue to receive repeat alert notifications.

When you acknowledge an event, your user name and the time that you acknowledged the event are added in

the events list (Acknowledged By) for the selected events. When you acknowledge an event, you take

responsibility for managing that event.

• Mark As Resolved

Enables you to change the event state to Resolved.

When you resolve an event, your user name and the time that you resolved the event are added in the events

list (Resolved By) for the selected events. After you have taken corrective action for the event, you must mark

the event as resolved.

• Add Alert

Displays the Add Alert dialog box, which enables you to add an alert for the selected event.

What the Event Information section displays

You use the Event Information section on the Event details page to view the details about a

selected event, such as the event severity, impact level, impact area, and event source.

Fields that are not applicable to the event type are hidden. You can view the following event details:
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• Event Trigger Time

The time at which the event was generated.

• State

The event state: New, Acknowledged, Resolved, or Obsolete.

• Obsoleted Cause

The actions that caused the event to be obsoleted, for example, the issue was fixed.

• Event Duration

For active (new and acknowledged) events, this is the time between detection and the time when the event

was last analyzed. For obsolete events, this is the time between detection and when the event was resolved.

This field is displayed for all performance events, and for other event types only after they have been resolved

or obsoleted.

• Last Seen

The date and time at which the event was last seen as active.

For performance events this value may be more recent than the Event Trigger Time as this field is updated

after each new collection of performance data as long as the event is active. For other types of events, when in

the New or Acknowledged state, this content is not updated and the field is therefore hidden.

• Severity

The event severity: Critical ( ), Error ( ), Warning ( ), and Information ( ).

• Impact Level

The event impact level: Incident, Risk, Event, or Upgrade.

• Impact Area

The event impact area: Availability, Capacity, Performance, Protection, Configuration, or Security.

• Source

The name of the object on which the event has occurred.

When viewing the details for a shared QoS policy event, up to three of the workload objects that are

consuming the most IOPS or MBps are listed in this field.

You can click the source name link to display the health or performance details page for that object.

• Source Annotations

Displays the annotation name and value for the object to which the event is associated.

This field is displayed only for health events on clusters, SVMs, and volumes.

• Source Groups
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Displays the names of all the groups of which the impacted object is a member.

This field is displayed only for health events on clusters, SVMs, and volumes.

• Source Type

The object type (for example, SVM, Volume, or Qtree) with which the event is associated.

• On Cluster

The name of the cluster on which the event occurred.

You can click the cluster name link to display the health or performance details page for that cluster.

• Affected Objects Count

The number of objects affected by the event.

You can click the object link to display the inventory page populated with the objects that are currently

affected by this event.

This field is displayed only for performance events.

• Affected Volumes

The number of volumes that are being affected by this event.

This field is displayed only for performance events on nodes or aggregates.

• Triggered Policy

The name of the threshold policy that issued the event.

You can hover your cursor over the policy name to see the details of the threshold policy. For adaptive QoS

policies the defined policy, block size, and allocation type (allocated space or used space) is also displayed.

This field is displayed only for performance events.

• Rule Id

For Active IQ platform events, this is the number of the rule that was triggered to generate the event.

• Acknowledged by

The name of the person who acknowledged the event and the time that the event was acknowledged.

• Resolved by

The name of the person who resolved the event and the time that the event was resolved.

• Assigned to

The name of the person who is assigned to work on the event.

• Alert Settings

The following information about alerts is displayed:

Managing events

85



◦ If there are no alerts associated with the selected event, an Add alert link is displayed.

You can open the Add Alert dialog box by clicking the link.

◦ If there is one alert associated with the selected event, the alert name is displayed.

You can open the Edit Alert dialog box by clicking the link.

◦ If there is more than one alert associated with the selected event, the number of alerts is displayed.

You can open the Alert Setup page by clicking the link to view more details about these alerts.

Alerts that are disabled are not displayed.

• Last Notification Sent

The date and time at which the most recent alert notification was sent.

• Send by

The mechanism that was used to send the alert notification: email or SNMP trap.

• Previous Script Run

The name of the script that was executed when the alert was generated.

What the Suggested Actions section displays

The Suggested Actions section of the Event details page provides possible reasons for the

event and suggests a few actions so that you can try to resolve the event on your own. The

suggested actions are customized based on the type of event or type of threshold that has

been breached.

This area is displayed only for some types of events.

In some cases there are Help links provided on the page that reference additional information for many suggested

actions, including instructions for performing a specific action. Some of the actions may involve using Unified

Manager, ONTAP System Manager, OnCommand Workflow Automation, ONTAP CLI commands, or a combination of

these tools.

You should consider the actions suggested here as only a guidance in resolving this event. The action you take to

resolve this event should be based on the context of your environment.

If you want to analyze the object and event in more detail, click the Analyze Workload button to display the

Workload Analysis page.

There are certain events that Unified Manager can diagnose thoroughly and provide a single resolution. When

available, those resolutions are displayed with a Fix It button. Click this button to have Unified Manager fix the

issue causing the event.

What the System Diagnosis section displays

The System Diagnosis section of the Event details page provides information that can help

you diagnose issues that may have been responsible for the event.
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This area is displayed only for some events.

Some performance events provide charts that are relevant to the particular event that has been triggered. Typically

this includes and IOPS or MBps chart and a latency chart for the previous ten days. When arranged this way you

can see which storage components are most affecting latency, or being affected by latency, when the event is

active.

For dynamic performance events, the following charts are displayed:

• Workload Latency - Displays the history of latency for the top victim, bully, or shark workloads at the

component in contention.

• Workload Activity - Displays details about the workload usage of the cluster component in contention.

• Resource Activity - Display historical performance statistics for the cluster component in contention.

Other charts are displayed when some cluster components are in contention.

Other events provide a brief description of the type of analysis the system is performing on the storage object. In

some cases there will be one or more lines; one for each component that has been analyzed, for system-defined

performance policies that analyze multiple performance counters. In this scenario, a green or red icon displays

next to the diagnosis to indicate whether an issue was found, or not, in that particular diagnosis.

Event Setup page

The Event Setup page displays the list of events that are disabled, and provides information

such as the associated object type and severity of the event. You can also perform tasks such

as disabling or enabling events globally.

You can access this page only if you have the Application Administrator or Storage Administrator role.

Command buttons

The command buttons enable you to perform the following tasks for selected events:

• Disable

Launches the Disable Events dialog box, which you can use to disable events.

• Enable

Enables selected events that you had chosen to disable previously.

• Upload Rules

Launches the Upload Rules dialog box, which enables sites with no external network access to manually

upload the Active IQ rules file to Unified Manager. The rules are run against cluster AutoSupport messages to

generate events for system configuration, cabling, best practice, and availability as defined by the Active IQ

platform.

• Subscribe to EMS Events

Launches the Subscribe to EMS Events dialog box, which enables you to subscribe to receive specific Event

Management System (EMS) events from the clusters that you are monitoring. The EMS collects information

about events that occur on the cluster. When a notification is received for a subscribed EMS event, a Unified
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Manager event is generated with the appropriate severity.

List view

The List view displays (in tabular format) information about events that are disabled. You can use the column

filters to customize the data that is displayed.

• Event

Displays the name of the event that is disabled.

• Severity

Displays the severity of the event. The severity can be Critical, Error, Warning, or Information.

• Source Type

Displays the source type for which the event is generated.

Disable Events dialog box

The Disable Events dialog box displays the list of event types for which you can disable

events. You can disable events for an event type based on a particular severity or for a set of

events.

You must have the Application Administrator or Storage Administrator role.

Event Properties area

The Event Properties area specifies the following event properties:

• Event Severity

Enables you to select events based on the severity type, which can be Critical, Error, Warning, or Information.

• Event Name Contains

Enables you to filter events whose name contains the specified characters.

• Matching events

Displays the list of events matching the event severity type and the text string you specify.

• Disable events

Displays the list of events that you have selected for disabling.

The severity of the event is also displayed along with the event name.

Command buttons

The command buttons enable you to perform the following tasks for the selected events:
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• Save and close

Disables the event type and closes the dialog box.

• Cancel

Discards the changes and closes the dialog box.
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Managing alerts
You can configure alerts to send notification automatically when specific events or events of

certain severity types occur. You can also associate an alert with a script that is executed

when an alert is triggered.

What alerts are

While events occur continuously, the Unified Manager generates an alert only when an

event meets specified filter criteria. You can choose the events for which alerts should be

generated—for example, when a space threshold is exceeded or an object goes offline. You

can also associate an alert with a script that is executed when an alert is triggered.

Filter criteria include object class, name, or event severity.

What information is contained in an alert email

Unified Manager alert emails provide the type of event, the severity of the event, the name

of the policy or threshold that was breached to cause the event, and a description of the

event. The email message also provides a hyperlink for each event that enables you to view

the details page for the event in the UI.

Alert emails are sent to all users who have subscribed to receive alerts.

If a performance counter or capacity value has a large change during a collection period, it could cause both a

critical and a warning event to be triggered at the same time for the same threshold policy. In this case, you may

receive one email for the warning event and one for the critical event. This is because Unified Manager enables

you to subscribe separately to receive alerts for warning and critical threshold breaches.

A sample alert email is shown below:
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Adding alerts

You can configure alerts to notify you when a particular event is generated. You can

configure alerts for a single resource, for a group of resources, or for events of a particular

severity type. You can specify the frequency with which you want to be notified and associate

a script to the alert.

What you’ll need

• You must have configured notification settings such as the user email address, SMTP server, and SNMP trap

host to enable the Active IQ Unified Manager server to use these settings to send notifications to users when

an event is generated.

• You must know the resources and events for which you want to trigger the alert, and the user names or email

addresses of the users that you want to notify.

• If you want to have a script execute based on the event, you must have added the script to Unified Manager by

using the Scripts page.

• You must have the Application Administrator or Storage Administrator role.

You can create an alert directly from the Event details page after receiving an event in addition to creating an alert

from the Alert Setup page, as described here.

Steps

1. In the left navigation pane, click Storage Management > Alert Setup.

2. In the Alert Setup page, click Add.
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3. In the Add Alert dialog box, click Name, and enter a name and description for the alert.

4. Click Resources, and select the resources to be included in or excluded from the alert.

You can set a filter by specifying a text string in the Name contains field to select a group of resources. Based

on the text string that you specify, the list of available resources displays only those resources that match the

filter rule. The text string that you specify is case-sensitive.

If a resource conforms to both the include and exclude rules that you have specified, the exclude rule takes

precedence over the include rule, and the alert is not generated for events related to the excluded resource.

5. Click Events, and select the events based on the event name or event severity type for which you want to

trigger an alert.

 To select more than one event, press the Ctrl key while you make your selections.

6. Click Actions, and select the users that you want to notify, choose the notification frequency, choose whether

an SNMP trap will be sent to the trap receiver, and assign a script to be executed when an alert is generated.



If you modify the email address that is specified for the user and reopen the alert for

editing, the Name field appears blank because the modified email address is no longer

mapped to the user that was previously selected. Also, if you modified the email address of

the selected user from the Users page, the modified email address is not updated for the

selected user.

You can also choose to notify users through SNMP traps.

7. Click Save.

Example of adding an alert

This example shows how to create an alert that meets the following requirements:

• Alert name: HealthTest

• Resources: includes all volumes whose name contains "abc" and excludes all volumes whose name contains

"xyz"

• Events: includes all critical health events

• Actions: includes "sample@domain.com", a "Test" script, and the user has to be notified every 15 minutes

Perform the following steps in the Add Alert dialog box:

1. Click Name, and enter HealthTest in the Alert Name field.

2. Click Resources, and in the Include tab, select Volumes from the drop-down list.

a. Enter abc in the Name contains field to display the volumes whose name contains "abc".

b. Select <<All Volumes whose name contains 'abc'>> from the Available Resources area, and move it to

the Selected Resources area.

c. Click Exclude, and enter xyz in the Name contains field, and then click Add.

3. Click Events, and select Critical from the Event Severity field.

4. Select All Critical Events from the Matching Events area, and move it to the Selected Events area.

5. Click Actions, and enter sample@domain.com in the Alert these users field.
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6. Select Remind every 15 minutes to notify the user every 15 minutes.

You can configure an alert to repeatedly send notifications to the recipients for a specified time. You should

determine the time from which the event notification is active for the alert.

7. In the Select Script to Execute menu, select Test script.

8. Click Save.

Guidelines for adding alerts

You can add alerts based on a resource, such as a cluster, node, aggregate, or volume, and

events of a particular severity type. As a best practice, you can add an alert for any of your

critical objects after you have added the cluster to which the object belongs.

You can use the following guidelines and considerations to create alerts to manage your systems effectively:

• Alert description

You should provide a description for the alert so that it helps you track your alerts effectively.

• Resources

You should decide which physical or logical resource requires an alert. You can include and exclude resources,

as required. For example, if you want to closely monitor your aggregates by configuring an alert, you must

select the required aggregates from the list of resources.

If you select a category of resources, for example, <<All User or Group Quotas>>, then you will receive alerts

for all objects in that category.



Selecting a cluster as the resource does not automatically select the storage objects within

that cluster. For example, if you create an alert for all critical events for all clusters you will

receive alerts only for cluster critical events. You will not receive alerts for critical events on

nodes, aggregates, and so forth.

• Event severity

You should decide if an event of a specified severity type (Critical, Error, Warning) should trigger the alert and,

if so, which severity type.

• Selected Events

If you add an alert based on the type of event generated, you should decide which events require an alert.

If you select an event severity, but do not select any individual events (if you leave the "Selected Events"

column empty) then you will receive alerts for all events in the category.

• Actions

You must provide the user names and email addresses of the users who receive the notification. You can also

specify an SNMP trap as a mode of notification. You can associate your scripts to an alert so that they are

executed when an alert is generated.

• Notification frequency
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You can configure an alert to repeatedly send notification to the recipients for a specified time. You should

determine the time from which the event notification is active for the alert. If you want the event notification

to be repeated until the event is acknowledged, you should determine how often you want the notification to

be repeated.

• Execute Script

You can associate your script with an alert. Your script is executed when the alert is generated.

Adding alerts for performance events

You can configure alerts for individual performance events just like any other events received

by Unified Manager. Additionally, if you want to treat all performance events alike and have

email sent to the same person, you can create a single alert to notify you when any critical

or warning performance events are triggered.

What you’ll need

You must have the Application Administrator or Storage Administrator role.

The example below shows how to create an event for all critical latency, IOPS, and MBps events. You can use this

same methodology to select events from all performance counters, and for all warning events.

Steps

1. In the left navigation pane, click Storage Management > Alert Setup.

2. In the Alert Setup page, click Add.

3. In the Add Alert dialog box, click Name, and enter a name and description for the alert.

4. Do not select any resources on the Resources page.

Because no resources are selected, the alert is applied to all clusters, aggregates, volumes, and so on, for

which these events are received.

5. Click Events and perform the following actions:

a. In the Event Severity list, select Critical.

b. In the Event Name Contains field, enter latency and then click the arrow to select all the matching

events.

c. In the Event Name Contains field, enter iops and then click the arrow to select all the matching events.

d. In the Event Name Contains field, enter mbps and then click the arrow to select all the matching events.

6. Click Actions and then select the name of the user who will receive the alert email in the Alert these users

field.

7. Configure any other options on this page for issuing SNMP traps and executing a script.

8. Click Save.

Testing alerts

You can test an alert to verify that you have configured it correctly. When an event is

triggered, an alert is generated, and an alert email is sent to the configured recipients. You
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can verify whether the notification is sent and whether your script is executed by using the

test alert.

What you’ll need

• You must have configured notification settings such as the email address of the recipients, SMTP server, and

SNMP trap.

The Unified Manager server can use these settings to send notifications to users when an event is generated.

• You must have assigned a script and configured the script to run when the alert is generated.

• You must have the Application Administrator role.

Steps

1. In the left navigation pane, click Storage Management > Alert Setup.

2. In the Alert Setup page, select the alert that you want to test, and then click Test.

A test alert email is sent to the email addresses that you specified while creating the alert.

Enabling and Disabling alerts for Resolved and
Obsolete events

For all events that you have configured to send alerts, an alert message is sent when those

events transition through all available states: New, Acknowledged, Resolved, and Obsolete.

If you do not want to receive alerts for events as they move into the Resolved and Obsolete

states, you can configure a global setting to suppress those alerts.

What you’ll need

You must have the Application Administrator or Storage Administrator role.

By default, alerts are not sent for events as they move into the Resolved and Obsolete states.

Steps

1. In the left navigation pane, click Storage Management > Alert Setup.

2. In the Alert Setup page, perform one of the following actions using the slider control next to the item Alerts

for Resolved and Obsolete events:

To… Do this…

Stop sending alerts as events are resolved or

obsoleted

Move the slider control to the left

Start sending alerts as events are resolved or

obsoleted

Move the slider control to the right

Excluding disaster recovery destination volumes
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When configuring volume alerts you can specify a string in the Alert dialog box that

identifies a volume or group of volumes. If you have configured disaster recovery for SVMs,

however, the source and destination volumes have the same name, so you will receive alerts

for both volumes.

What you’ll need

You must have the Application Administrator or Storage Administrator role.

You can disable alerts for disaster recovery destination volumes by excluding volumes that have the name of the

destination SVM. This is possible because the identifier for volume events contains both the SVM name and

volume name in the format "<svm_name>:/<volume_name>".

The example below shows how to create alerts for volume "vol1" on the primary SVM "vs1", but exclude the alert

from being generated on a volume with the same name on SVM "vs1-dr".

Perform the following steps in the Add Alert dialog box:

Steps

1. Click Name and enter a name and description for the alert.

2. Click Resources, and then select the Include tab.

a. Select Volume from the drop-down list, and then enter vol1 in the Name contains field to display the

volumes whose name contains "vol1".

b. Select <<All Volumes whose name contains 'vol1'>> from the Available Resources area, and move it to

the Selected Resources area.

3. Select the Exclude tab, select Volume, enter vs1-dr in the Name contains field, and then click Add.

This excludes the alert from being generated for volume "vol1" on SVM "vs1-dr".

4. Click Events and select the event or events that you want to apply to the volume or volumes.

5. Click Actions and then select the name of the user who will receive the alert email in the Alert these users

field.

6. Configure any other options on this page for issuing SNMP traps and executing a script, and then click Save.

Viewing alerts

You can view the list of alerts that is created for various events from the Alert Setup page.

You can also view alert properties such as the alert description, notification method and

frequency, events that trigger the alert, email recipients of the alerts, and affected resources

such as clusters, aggregates, and volumes.

What you’ll need

You must have the Operator, Application Administrator, or Storage Administrator role.

Step

1. In the left navigation pane, click Storage Management > Alert Setup.
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The list of alerts is displayed in the Alert Setup page.

Editing alerts

You can edit alert properties such as the resource with which the alert is associated, events,

recipients, notification options, notification frequency, and associated scripts.

What you’ll need

You must have the Application Administrator role.

Steps

1. In the left navigation pane, click Storage Management > Alert Setup.

2. In the Alert Setup page, select the alert that you want to edit, and click Edit.

3. In the Edit Alert dialog box, edit the name, resources, events, and actions sections, as required.

You can change or remove the script that is associated with the alert.

4. Click Save.

Deleting alerts

You can delete an alert when it is no longer required. For example, you can delete an alert

that was created for a particular resource when that resource is no longer monitored by

Unified Manager.

What you’ll need

You must have the Application Administrator role.

Steps

1. In the left navigation pane, click Storage Management > Alert Setup.

2. On the Alert Setup page, select the alerts that you want to delete, and click Delete.

3. Click Yes to confirm the delete request.

Description of alert windows and dialog boxes

You should configure alerts to receive notifications about events by using the Add Alert

dialog box. You can also view the list of alerts from the Alert Setup page.

Alert Setup page

The Alert Setup page displays a list of alerts and provides information about the alert name,

status, notification method, and notification frequency. You can also add, edit, remove,

enable, or disable alerts from this page.

You must have the Application Administrator or Storage Administrator role.
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Command buttons

• Add

Displays the Add Alert dialog box, which enables you to add new alerts.

• Edit

Displays the Edit Alert dialog box, which enables you to edit selected alerts.

• Delete

Deletes the selected alerts.

• Enable

Enables the selected alerts to send notifications.

• Disable

Disables the selected alerts when you want to temporarily stop sending notifications.

• Test

Tests the selected alerts to verify their configuration after being added or edited.

• Alerts for Resolved and Obsolete Events

Allows you to enable or disable the sending of alerts when events are moved to the Resolved or Obsolete

states. This can help users from receiving unnecessary notifications.

List view

The list view displays, in tabular format, information about the alerts that are created. You can use the column

filters to customize the data that is displayed. You can also select an alert to view more information about it in the

details area.

• Status

Specifies whether an alert is enabled ( ) or disabled ( ).

• Alert

Displays the name of the alert.

• Description

Displays a description for the alert.

• Notification Method

Displays the notification method that is selected for the alert. You can notify users through email or SNMP

traps.

• Notification Frequency

Managing alerts

98



Specifies the frequency (in minutes) with which the management server continues to send notifications until

the event is acknowledged, resolved, or moved to the Obsolete state.

Details area

The details area provides more information about the selected alert.

• Alert Name

Displays the name of the alert.

• Alert Description

Displays a description for the alert.

• Events

Displays the events for which you want to trigger the alert.

• Resources

Displays the resources for which you want to trigger the alert.

• Includes

Displays the group of resources for which you want to trigger the alert.

• Excludes

Displays the group of resources for which you do not want to trigger the alert.

• Notification Method

Displays the notification method for the alert.

• Notification Frequency

Displays the frequency with which the management server continues to send alert notifications until the event

is acknowledged, resolved, or moved to the Obsolete state.

• Script Name

Displays the name of the script associated with the selected alert. This script is executed when an alert is

generated.

• Email Recipients

Displays the email addresses of users who receive the alert notification.

Add Alert dialog box

You can create alerts to notify you when a particular event is generated, so that you can

address the issue quickly and thereby minimize impact to your environment. You can create

alerts for a single resource or a set of resources, and for events of a particular severity type.
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You can also specify the notification method and frequency of the alerts.

You must have the Application Administrator or Storage Administrator role.

Name

This area enables you to specify a name and description for the alert:

• Alert Name

Enables you to specify an alert name.

• Alert Description

Enables you to specify a description for the alert.

Resources

This area enables you to select an individual resource or group the resources based on a dynamic rule for which

you want to trigger the alert. A dynamic rule is the set of resources filtered based on the text string you specify.

You can search for resources by selecting a resource type from the drop-down list or you can specify the exact

resource name to display a specific resource.

If you are creating an alert from any of the storage object details pages, the storage object is automatically

included in the alert.

• Include

Enables you to include the resources for which you want to trigger alerts. You can specify a text string to group

resources that match the string and select this group to be included in the alert. For example, you can group

all volumes whose name contains the "abc" string.

• Exclude

Enables you to exclude resources for which you do not want to trigger alerts. For example, you can exclude all

volumes whose name contains the "xyz" string.

The Exclude tab is displayed only when you select all resources of a particular resource type: for example, <<All

Volumes>> or <<All Volumes whose name contains 'xyz'>>.

If a resource conforms to both the include and exclude rules that you have specified, the exclude rule takes

precedence over the include rule and the alert is not generated for the event.

Events

This area enables you to select the events for which you want to create the alerts. You can create alerts for events

based on a particular severity or for a set of events.

To select more than one event, you should hold down the Ctrl key while you make your selections.

• Event Severity

Enables you to select events based on the severity type, which can be Critical, Error, or Warning.
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• Event Name Contains

Enables you to select events whose name contains specified characters.

Actions

This area enables you to specify the users that you want to notify when an alert is triggered. You can also specify

the notification method and the frequency of notification.

• Alert these users

Enables you to specify the email address or user name of the user to receive notifications.

If you modify the email address that is specified for the user and reopen the alert for editing, the Name field

appears blank because the modified email address is no longer mapped to the user that was previously

selected. Also, if you have modified the email address of the selected user from the Users page, the modified

email address is not updated for the selected user.

• Notification Frequency

Enables you to specify the frequency with which the management server sends notifications until the event is

acknowledged, resolved, or moved to the obsolete state.

You can choose the following notification methods:

◦ Notify only once

◦ Notify at a specified frequency

◦ Notify at a specified frequency within the specified time range

• Issue SNMP trap

Selecting this box enables you to specify whether SNMP traps should be sent to the globally configured SNMP

host.

• Execute Script

Enables you to add your custom script to the alert. This script is executed when an alert is generated.


If you do not see this capability available in the user interface it is because the

functionality has been disabled by your administrator. If required, you can enable this

functionality from Storage Management > Feature Settings.

Command buttons

• Save

Creates an alert and closes the dialog box.

• Cancel

Discards the changes and closes the dialog box.

Edit Alert dialog box
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You can edit alert properties such as the resource with which the alert is associated, events,

script, and notification options.

Name

This area enables you to edit the name and description for the alert.

• Alert Name

Enables you to edit the alert name.

• Alert Description

Enables you to specify a description for the alert.

• Alert State

Enables you to enable or disable the alert.

Resources

This area enables you to select an individual resource or group the resources based on a dynamic rule for which

you want to trigger the alert. You can search for resources by selecting a resource type from the drop-down list or

you can specify the exact resource name to display a specific resource.

• Include

Enables you to include the resources for which you want to trigger alerts. You can specify a text string to group

resources that match the string and select this group to be included in the alert. For example, you can group

all volumes whose name contains the “vol0” string.

• Exclude

Enables you to exclude resources for which you do not want to trigger alerts. For example, you can exclude all

volumes whose name contains the “xyz” string.


The Exclude tab is displayed only when you select all resources of a particular resource

type—for example, <<All Volumes>> or <<All Volumes whose name contains 'xyz'>>.

Events

This area enables you to select the events for which you want to trigger the alerts. You can trigger an alert for

events based on a particular severity or for a set of events.

• Event Severity

Enables you to select events based on the severity type, which can be Critical, Error, or Warning.

• Event Name Contains

Enables you to select events whose name contains the specified characters.

Actions
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This area enables you to specify the notification method and the frequency of notification.

• Alert these users

Enables you to edit the email address or user name, or specify a new email address or user name to receive

notifications.

• Notification Frequency

Enables you to edit the frequency with which the management server sends notifications until the event is

acknowledged, resolved, or moved to the obsolete state.

You can choose the following notification methods:

◦ Notify only once

◦ Notify at a specified frequency

◦ Notify at a specified frequency within the specified time range

• Issue SNMP trap

Enables you to specify whether SNMP traps should be sent to the globally configured SNMP host.

• Execute Script

Enables you to associate a script with the alert. This script is executed when an alert is generated.

Command buttons

• Save

Saves the changes and closes the dialog box.

• Cancel

Discards the changes and closes the dialog box.
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Managing scripts
You can use scripts to automatically modify or update multiple storage objects in Unified

Manager. The script is associated with an alert. When an event triggers an alert, the script is

executed. You can upload custom scripts and test their execution when an alert is generated.

The ability to upload scripts to Unified Manager and run them is enabled by default. If your organization does not

want to allow this functionality because of security reasons, you can disable this functionality from Storage

Management > Feature Settings.

Related information

Active IQ  Unified Manager 9.10 Perform Configuration And Administrative Tasks

How scripts work with alerts

You can associate an alert with your script so that the script is executed when an alert is

raised for an event in Unified Manager. You can use the scripts to resolve issues with storage

objects or identify which storage objects are generating the events.

When an alert is generated for an event in Unified Manager, an alert email is sent to the specified recipients. If you

have associated an alert with a script, the script is executed. You can get the details of the arguments passed to

the script from the alert email.


If you have created a custom script and associated it with an alert for a specific event type,

actions are taken based on your custom script for that event type, and the Fix it actions are not

available by default on the Management Actions page or Unified Manager dashboard.

The script uses the following arguments for execution:

• -eventID

• -eventName

• -eventSeverity

• -eventSourceID

• -eventSourceName

• -eventSourceType

• -eventState

• -eventArgs

You can use the arguments in your scripts and gather related event information or modify storage objects.

Example for obtaining arguments from scripts

`print "$ARGV[0] : $ARGV[1]\n"`
`print "$ARGV[7] : $ARGV[8]\n"`
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When an alert is generated, this script is executed and the following output is displayed:

-`eventID : 290`
-`eventSourceID : 4138`

Adding scripts

You can add scripts in Unified Manager, and associate the scripts with alerts. These scripts

are executed automatically when an alert is generated, and enable you to obtain

information about storage objects for which the event is generated.

What you’ll need

• You must have created and saved the scripts that you want to add to the Unified Manager server.

• The supported file formats for scripts are Perl, Shell, PowerShell, Python, and .bat files.

Platform on which Unified Manager is installed Supported languages

VMware Perl and Shell scripts

Linux Perl, Python, and Shell scripts

Windows PowerShell, Perl, Python, and .bat scripts

◦ For Perl scripts, Perl must be installed on the Unified Manager server. For VMware installations, Perl 5 is

installed by default and scripts will support only what Perl 5 supports. If Perl was installed after Unified

Manager, you must restart the Unified Manager server.

◦ For PowerShell scripts, the appropriate PowerShell execution policy must be set on the Windows server so

that the scripts can be executed.


If your script creates log files to track the alert script progress, you must make sure that the

log files are not created anywhere within the Unified Manager installation folder.

• You must have the Application Administrator or Storage Administrator role.

You can upload custom scripts and gather event details about the alert.


If you do not see this capability available in the user interface it is because the functionality

has been disabled by your administrator. If required, you can enable this functionality from

Storage Management > Feature Settings.

Steps

1. In the left navigation pane, click Storage Management > Scripts.

2. In the Scripts page, click Add.

3. In the Add Script dialog box, click Browse to select your script file.

4. Enter a description for the script that you select.

5. Click Add.
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Related information

Active IQ  Unified Manager 9.10 Perform Configuration And Administrative Tasks

Deleting scripts

You can delete a script from Unified Manager when the script is no longer required or valid.

What you’ll need

• You must have the Application Administrator or Storage Administrator role.

• The script must not be associated with an alert.

Steps

1. In the left navigation pane, click Storage Management > Scripts.

2. In the Scripts page, select the script that you want to delete, and then click Delete.

3. In the Warning dialog box, confirm the deletion by clicking Yes.

Testing script execution

You can verify that your script is executed correctly when an alert is generated for a storage

object.

What you’ll need

• You must have the Application Administrator or Storage Administrator role.

• You must have uploaded a script in the supported file format to Unified Manager.

Steps

1. In the left navigation pane, click Storage Management > Scripts.

2. In the Scripts page, add your test script.

3. In the left navigation pane, click Storage Management > Alert Setup.

4. In the Alert Setup page, perform one of the following actions:

To… Do this…

Add an alert a. Click Add.

b. In the Actions section, associate the alert with

your test script.

Edit an alert a. Select an alert, and then click Edit.

b. In the Actions section, associate the alert with

your test script.

5. Click Save.

6. In the Alert Setup page, select the alert that you added or modified, and then click Test.
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The script is executed with the "-test" argument, and a notification alert is sent to the email addresses that

were specified when the alert was created.

Supported Unified Manager CLI commands

As a storage administrator you can use the CLI commands to perform queries on the storage

objects; for example, on clusters, aggregates, volumes, qtrees, and LUNs. You can use the CLI

commands to query the Unified Manager internal database and the ONTAP database. You

can also use CLI commands in scripts that are executed at the beginning or end of an

operation or are executed when an alert is triggered.

All commands must be preceded with the command um cli login and a valid user name and password for

authentication.

CLI command Description Output

 login -u
[-p

um　cli 
<username> 
<password>]

Logs in to the CLI. Because of

security implications, you should

enter only the user name following

the "-u" option. When used in this

manner you will be prompted for the

password, and the password will not

be captured in the history or process

table. The session expires after three

hours from the time of login, after

which the user must login again.

Displays the corresponding

message.

um cli logout Logs out of the CLI. Displays the corresponding

message.

um help Displays all first level subcommands. Displays all first level subcommands.

um run cmd [ -t <timeout>
] <cluster> <command>

The simplest way to run a command

on one or more hosts. Mainly used

for alert scripting to get or perform

an operation on ONTAP. The optional

timeout argument sets a maximum

time limit (in seconds) for the

command to complete on the client.

The default is 0 (wait forever).

As received from ONTAP.

um run query <sql
command>

Executes an SQL query. Only queries

that read from the database are

allowed. Any update, insert, or

delete operations are not supported.

Results are displayed in a tabular

form. If an empty set is returned, or

if there is any syntax error or bad

request, it displays the appropriate

error message.
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CLI command Description Output

um datasource add -u
<username> -P <password>
[ -t <protocol> ] [ -p
<port> ] <hostname-or-ip>

Adds a datasource to the list of 
managed　storage　systems.　A 
datasource　describes　how 
connections to storage systems are 
made. The options -u (username) 
and -P (password) must be specified 
when adding a datasource. The 
option -t (protocol) specifies the 
protocol used to communicate with 
the cluster (http or https). If the 
protocol is not specified, then both 
protocols will be attempted The 
option -p (port) specifies the port 
used to communicate with the 
cluster. If the port is not specified, 
then the default value of the 
appropriate protocol will be 
attempted. This command can be 
executed only by the storage admin.

Prompts for the user accept the 
certificate　and　prints　the 
corresponding message.

um datasource list [
<datasource-id>]

Displays the datasources for

managed storage systems.

Displays the following values in

tabular format: ID Address
Port, Protocol
Acquisition Status,
Analysis Status,
Communication status,
Acquisition Message, and

Analysis Message.

um datasource modify [ -h
<hostname-or-ip> ] [ -u
<username> ] [ -P
<password> ] [ -t
<protocol> ] [ -p <port>
] <datasource-id>

Modifies one or more datasource

options. Can be executed only by the

storage admin.

Displays the corresponding

message.

um datasource remove
<datasource-id>

Removes the datasource (cluster)

from Unified Manager.

Displays the corresponding

message.

um option list [ <option>
.. ]

Lists all the options that you can

configure using the set command.

Displays the following values in

tabular format: Name, Value,
Default Value, and
Requires Restart.

um option set <option-
name>=<option-value> [
<option-name>=<option-
value> … ]

Sets one or more options. The

command can be executed only by

the storage admin.

Displays the corresponding

message.

um version Displays the Unified Manager

software version.

Version ("9.6")
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CLI command Description Output

um lun list [-q] [
-ObjectType <object-id>]

Lists the LUNs after filtering on the

specified object. -q is applicable for

all commands to show no header.

ObjectType can be lun, qtree, cluster,

volume, quota, or svm.

For example:

um lun list -cluster 1

In this example, "-cluster" is the

objectType and "1" is the objectId.

The command lists all the LUNs

within the cluster with ID 1.

Displays the following values in

tabular format: ID and LUN
path.

um svm list [-q] [
-ObjectType <object-id>]

Lists the storage VMs after filtering

on the specified object. ObjectType

can be lun, qtree, cluster, volume,

quota, or svm.

For example:

um svm list -cluster 1

In this example, "-cluster" is the

objectType and "1" is the objectId.

The command lists all the storage

VMs within the cluster with ID 1.

Displays the following values in

tabular format: Name and
Cluster ID.

um qtree list [-q] [
-ObjectType <object-id>]

Lists the qtrees after filtering on the

specified object. -q is applicable for

all commands to show no header.

ObjectType can be lun, qtree, cluster,

volume, quota, or svm.

For example:

um qtree list -cluster 1

In this example, "-cluster" is the

objectType and "1" is the objectId.

The command lists all the qtrees

within the cluster with ID 1.

Displays the following values in

tabular format: Qtree ID and
Qtree Name.
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CLI command Description Output

um disk list [-q] [-
ObjectType <object-id>]

Lists the disks after filtering on the

specified object. ObjectType can be

disk, aggr, node, or cluster.

For example:

um disk list -cluster 1

In this example, "-cluster" is the

objectType and "1" is the objectId.

The command lists all the disks

within the cluster with ID 1.

Displays the following values in

tabular format ObjectType and

object-id.

um cluster list [-q] [-
ObjectType <object-id>]

Lists the clusters after filtering on

the specified object. ObjectType can

be disk, aggr, node, cluster, lun,

qtree, volume, quota, or svm.

For example:

um cluster list -aggr 1

In this example, "-aggr" is the

objectType and "1" is the objectId.

The command lists the cluster to

which the aggregate with ID 1

belongs.

Displays the following values in

tabular format: Name, Full
Name, Serial Number,
Datasource Id, Last
Refresh Time, and

Resource Key.

um cluster node list [-q]
[-ObjectType <object-id>]

Lists the cluster nodes after filtering

on the specified object. ObjectType

can be disk, aggr, node, or cluster.

For example:

um cluster node list
-cluster 1

In this example, "-cluster" is the

objectType and "1" is the objectId.

The command lists all the nodes

within the cluster with ID 1.

Displays the following values in

tabular format Name and

Cluster ID.
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CLI command Description Output

um volume list [-q] [-
ObjectType <object-id>]

Lists the volumes after filtering on

the specified object. ObjectType can

be lun, qtree, cluster, volume, quota,

svm, or aggregate.

For example:

um volume list -cluster 1

In this example, "-cluster" is the

objectType and "1" is the objectId.

The command lists all the volumes

within the cluster with ID 1.

Displays the following values in

tabular format Volume ID and

Volume Name.

um quota user list [-q]
[-ObjectType <object-id>]

Lists the quota users after filtering

on the specified object. ObjectType

can be qtree, cluster, volume, quota,

or svm.

For example:

um quota user list
-cluster 1

In this example, "-cluster" is the

objectType and "1" is the objectId.

The command lists all the quota

users within the cluster with ID 1.

Displays the following values in

tabular format ID, Name, SID

and Email.

um aggr list [-q] [-
ObjectType <object-id>]

Lists the aggregates after filtering

on the specified object. ObjectType

can be disk, aggr, node, cluster, or

volume.

For example:

um aggr list -cluster 1

In this example, "-cluster" is the

objectType and "1" is the objectId.

The command lists all the

aggregates within the cluster with ID

1.

Displays the following values in

tabular format Aggr ID, and

Aggr Name.

um event ack <event-ids> Acknowledges one or more events. Displays the corresponding

message.

um event resolve <event-
ids>

Resolves one or more events. Displays the corresponding

message.
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CLI command Description Output

um event assign -u
<username> <event-id>

Assigns an event to a user. Displays the corresponding

message.

um event list [ -s
<source> ] [ -S <event-
state-filter-list>.. ] [
<event-id> .. ]

Lists the events generated by the

system or user. Filters events based

on source, state, and IDs.

Displays the following values in

tabular format Source, Source
type, Name, Severity,
State, User and

Timestamp.

um backup restore -f
<backup_file_path_and_nam
e>

Restores a MySQL database backup

using .7z files.

Displays the corresponding

message.

Description of script windows and dialog boxes

The Scripts page enables you to add scripts to Unified Manager.

Scripts page

The Scripts page enables you to add your custom scripts to Unified Manager. You can

associate these scripts with alerts to enable automatic reconfiguration of storage objects.

The Scripts page enables you to add or delete scripts from Unified Manager.

Command buttons

• Add

Displays the Add Script dialog box, which enables you to add scripts.

• Delete

Deletes the selected script.

List view

The list view displays, in tabular format, the scripts that you added to Unified Manager.

• Name

Displays the name of the script.

• Description

Displays the description of the script.

Add Script dialog box
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The Add Script dialog box enables you to add scripts to Unified Manager. You can configure

alerts with your scripts to automatically resolve events that are generated for storage

objects.

You must have the Application Administrator or Storage Administrator role.

• Select Script File

Enables you to select a script for the alert.

• Description

Enables you to specify a description for the script.
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Copyright
Copyright 2022 FUJITSU LIMITED. All rights reserved.

No part of this document covered by copyright may be reproduced in any form or by any means - graphic,

electronic, or mechanical, including photocopying, recording, taping, or storage in an electronic retrieval system -

without prior written permission of the copyright owner.

Software derived from copyrighted Fujitsu material is subject to the following license and disclaimer:

THIS SOFTWARE IS PROVIDED BY FUJITSU "AS IS" AND WITHOUT ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING,

BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE,

WHICH ARE HEREBY DISCLAIMED. IN NO EVENT SHALL FUJITSU BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL,

SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF

SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED

AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR

OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF

SUCH DAMAGE.

Fujitsu reserves the right to change any products described herein at any time, and without notice. Fujitsu

assumes no responsibility or liability arising from the use of products described herein, except as expressly agreed

to in writing by Fujitsu. The use or purchase of this product does not convey a license under any patent rights,

trademark rights, or any other intellectual property rights of Fujitsu.
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Trademark
FUJITSU, FUJITSU logo, and ETERNUS are trademarks of Fujitsu. All other trademarks are the property of their

respective owners.

https://www.fujitsu.com/global/products/computing/storage/eternus/trademarks.html
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How to send comments about
documentation and receive update
notifications
The latest version of this document and the latest information related to this device are available at thefollowing

site.

https://www.fujitsu.com/global/support/products/computing/storage/manuals-list.html

If necessary, refer to the manuals for your model.
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