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Overview

Failover can be configured for the HP ZCentral Connect Manager, allowing redundancy and higher uptime. It
works by keeping an instance of the Manager in an active state, and another instance of the Manager in an
inactive state. Both Manager instances share the same network address and the same database, thus containing
the same data. When one instance fails, an automatic failover occurs and the inactive instance takes over and
becomes active. In this case, the end user experience is similar to that of a Manager restarting. Agents will
disconnect briefly, but will automatically reconnect within a few minutes. This guide provides steps and
requirements on how to configure a Failover environment for the Manager using an external Microsoft SQL Server
Database Management System.
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Prerequisites

The following items are required for database Failover for ZCentral Connect 2022 Manager
NOTE ZCentral Connect Manager version 20.3 or greater is required to support Failover.

1. A computer with Windows Server 2019 to act as Manager (1) and cluster node.



2. A computer with Windows Server 2019 to act as Manager (2) and cluster node.

3. A high-available SQL Server Database. HP recommends using Always On Availability Group

4. Domain accounts to run ZCentral Connect Managers. HP recommends using Managed Service Accounts
(MSA)

5. A Certificate Authority (CA) that all nodes will trust.
The Manager Config will create a CA or an existing CA can be used.

6. A license key file tied to the cluster address name.

Licensing

Each instance of the Manager will require a license key file that is tied to its Windows Server Failover Cluster
(WSFC) role address name. There are three options for licensing to support failover:

1. If you have not already purchased a license for ZCentral Connect, see the Licensing Guide section of the User
Guide for more information on purchasing and installing a ZCentral Connect license. When redeeming this
license file, you must provide the WSFC role address name.

2. The hostname listed in your .lic file can be recycled as your WSFC role address name. In this case, you do not
need to request a new license. This file can be copied and used for all instances running in your cluster.

3. A request for a replacement license file tied to your WSFC role address name to support failover can be made

via the HP Licensing Support Center.

You will need to provide the following with your request:

1. Proof of purchase of your existing license. This can be provided in one of three ways.
1. A copy of your entitlement certificate
2. A copy of your EDR, Electronic Delivery Receipt
3. Your EON, Entitlement Order Number
2. The quantity you wish to support. Typically this is the full quantity purchased from the original license, but may
be less than this if you partially redeemed your original license.
3. The WSFC role address name of your cluster. For example, if your WSFC role address is zcentral.local, the

name to provide is central.

The WSFC role address name will be entered into the Hostname field of the request.

For convenience, click on the following hyperlink and fill in the necessary fields. Request for failover license



ZCentral Connect Failover License Request - Message (HT...
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Send Ce
Subject ZCentral Connect Failover License Request

Proof of Purchase

Please attach to this email one of the following from your original license purchase to provide proof of purchase:
Entitlement Certificate (attach to email)

Copy of your EDR, Electronic Delivery Receipt (attach te email)

EON (Entitlement order number (append here if applicable) : [enter your EON number here]

Number of Connections

Please specify the number of connections you wish to support for failover. This is typically the total number of
connections of your original license, but may be less if you've partially redeemed your original license.

Number of Connections: [enter the number of connections needed to support failover here]
Hostname

Please enter the Windows Server Failover Cluster (WSFC) Role Address name that requires support. For example,
if your WSFC role address is zcentral.local, enter zcentral below.

Hostname: [enter the WSFC role address name needed to support failover here]

HP support will generally fulfill this request within 1-2 business days.

The HP Licensing Support Center will generally fulfill this request within 1-2 business days. Follow the Licensing
Guide section in the User Guide for instructions on installing a license file.

Installing Windows Server Failover Clustering

For each computer that will be part of the Cluster (Manager 1 and 2):

1. Install Windows Server 2019 (Desktop experience recommended).
2. Configure the computer hostname to be unique and assure the computer has a unique IP address.
3. Join the computer to the domain.
4. Open Server Manager and add the following Roles and Features:
« Failover Clustering
o NET Framework 3.5

Active Directory module for Windows PowerShell

o

. If using a Managed Service Account (MSA), before creating the MSA, the Key Distribution Service (KDS) must



be configured with a root key in the Domain Controller. After creating a KDS root key, you must wait 10 hours
for the key to become active before creating an MSA.
6. Create a Managed Service Account (MSA) for the computer using the provided MSASetup.ps1 script (located
at scripts directory within the ZCentral Connect installation package).
» Run the following command as the Domain Administrator to create the account:

« PowerShell.exe -ExecutionPolicy Bypass -File .\msasetup.ps1 add <account_name>
NOTE If you face an issue in the previous step, open the script file with a text editor and inspect its instructions.
Configuring Windows Server Failover Clustering

Do the following steps on the primary Manager node (Manager 1):

1. Open Failover Cluster Manager app
2. Click on Validate Configuration:

:.‘;',-u Failover Cluster Manager

- m} X

File Action View Help

@ w | | . E 2

55 Failover Cluster Manager Failover Cluster Manager Actions
;r{‘i‘ Create lailm}er clusters, validate hardware for potential failover clusiers, and Failover Cluster Manager -
¥aae perform configuration changes to your fallover custers. vji Validate Configuration... I

&4 Create Cluster...
() i .
(») Overview &8 Connect to Cluster...
A failover cluster is a set of independent computers that work together fo increase the
availability of server roles. The clustered servers (called nodes) zre connectad by View L4
physical cables and by software. If one of the nodes fails, another node begins o | —
provide services. This process is known as failover ] Refresh
Properties
3. Add Manager 1 and 2 computers to the Configuration Wizard:
@ Validate a Configuration Wizard X

2% Select Servers or a Cluster

Before You Begin To validate a set of servers. add the names of all the servers.

To test an exsting cluster, add the name of the duster or one of its nodes.
Cluster

Testing Options

Enter name: |E Browse ..

Confimation

Selected servers: {falloverbr1 cota local Fcluster)

Validating |failloverbrk 2 cota Jocal

| . g
Summaty

< Previous Cancel

4. Click next and select ‘Run all tests’:



&8 validate a Configuration Wizard X

@ Testing Options

Before You Begin Choose betweaen running all tests or running selected tests,
Select Servers or a The tests examine the Cluster Configuration, Hyper-V Corfiguration, Inventory, Network, Storage, and
Cluster System Configuration.

. Microsoft supports a cluster solution only ff the complete configuration {servers. network. and storage) can
Corfiemation pass all tests in this wizard. In addition, all hardware components in the cluster solution must be "Cenffied
o for Windows Server 2015 "

Valdating
Summary

(® Run al tests recommended) I
(O Run only tests | select

5. Click next and follow the wizard.

6. After the report is complete, review the warnings and check if there are any issues that need to be fixed before

the next step. Warnings are normal and may be raised if the computer OS requires updates; the IP address is
not static; or only a single network card is found.

. Select ‘Create the cluster now using the validated nodes’:

& validate a Configuration Wizard X
ﬁ Summary

Before You Begin . Testing has completed for the tests you selected. You should review the wamings in the Report. A
;& cluster solution is supported by Microsoft only f you run all cluster validation tests, and all tests

§etect Servers or a S50 succeed {with or without wamings).

Cluster

Testing Options List Cluster Network Information Success ~

Coifitiatian List Cluster Nodes Success

Validating List Cluster Properties Success

List Cluster Resources Success

S List Cluster Volumes Success
List Clustered Roles Success
List Disks Success
List Disks To Be Validated Success
Lind & ok L mm okl o v
[] Create the cluster now using the validated nodes...
To view the report created by the wizard, click View Report. | VewRepot . |
To close this wizard, click Finish.




8. Enter the cluster name and make note of it for future use:

&} Create Cluster Wizard X

@ Access Point for Administering the Cluster

Before You Beain Type the name you want to use when administering the cluster.
Access Point for

Administering the Cluster Name: [l |

Cluster

Confirnation ﬁ The NetBIOS name is limited to 15 characters. One or more DHCP IPv4 addresses were configured
: automatically. All networks were configured automatically.
Creating New Cluster

Sumimary

9. Review and finish the wizard.

10. After the cluster is created, the following structure will be created:

% Failover Cluster Manager

File Action View Help
&=z 5|
I@ Failover Cluster Manager Cluster fodemocluster.cota.local
v &4 fodemocluster.cota.local
7% Roles 4w Summary of Cluster fodemocluster
@ Nodes " fodemocluster has 2 dlustered roles and 4 nodes.
> s Storage Name: fodemociuster cota local Networks: Cluster Network 1

:a::or? . Current Host Server: fo-demo-sgll Subnets: 1IPv4and 0 IPv6
uster Events Recent Cluster Events: None in the last 24 hours

Witness: File Share Witness (\\LOST_GALAXY\Users\Administrator\Desktop'\FO Demo__

(») Configure

Configure high availability for 2 specific clustered role, add one or more servers (nodes).
or copy roles from a cluster running Windows Server 2019 or supported previous
versions of Windows Server,

f‘}: Configure Role. .. Kl Faiover dluster topics on the Web

@ Validate Cluster...

¥ Add Node..

f.5 Copy Cluster Roles. .

‘gf Cluster-Aware Updating....

11. If required, configure the Cluster IP address to be static.

12. IMPORTANT: The Quarantine Threshold feature on the cluster can disrupt node functionality. A node becomes
“quarantined” after a determined number of failures, interfering with ZCentral failover behavior. Disable the
Quarantine Threshold settings to protect against failover.



« To configure the cluster to disable Quarantine Threshold, run the following command using PowerShell:
o (Get-Cluster).QuarantineThreshold=0

o (Get-Cluster).QuarantineDuration=0
Configuring the Witness

A witness must be added to the cluster to ensure that automatic failover is a success in the event that one node
goes down. The following Microsoft Documentation provides more information on cluster and pool quorums. To
add a File Share to be the witness of the cluster follow the steps below:

1. Create a File Share on a computer that is accessible by all nodes, for example, on the Domain Controller of
your environment.

2. Connect to the File Share from one of the nodes and edit the permissions to allow the cluster and its nodes to
read/write on it. Example:

. witness PALOST_GALAXY) Properties hod

General  Network | Securty  Previous Viersions  Customize

Object name:  "WLOS T_GALAXY witness

GTBLIP or uger namea:
£2 SYSTEM ~
& FAILOVER-BRK1S
2 rrLovVER BRK2S
b Jrcluisiers

B oA

< >

To change permissions , click Edt. BR

Permissions for fdusters Allow Dery

Full contral
Modify
Read & executs
List folder contents
Read
Il"i'r".e

Snecial nemissions o

For special permissions or acdvarced setings, e
click Advanced.

CELSLS

3. Open Failover Cluster Manager app

4. Right click on the Cluster, then click on Configure Cluster Quorum Settings:



% Failover Cluster Manager
File Action View Help

|7 o

& Failover Cluster Manager | Cluster sqlclusterlucasdomain.local
~ &g sglcluster.lucas - E‘ ';_"' o
onfigure Role...
% Roles : g r of Cluster sqlcluster
3 Nodes Validate Cluster..
- : T as 1 clustered roles and 2 nodes.
> &5 Storage View Validation Report
casdomain.local
3 Networks Add Node.. e
Cluster Ever ; =i A
Close Connection ents: /b, Critical: 10: Error: 14
Reset Recent Events : Witness (\\w10-server\shared)
~ More Actions > I Configure Cluster Quorum Settings... =
View > Copy Cluster Roles...
Refresh Shut Down Cluster...
Properties Destroy Cluster...
Help Move Core Cluster Resources b
e
- Cluster-Aware Updating
"% Copy ClusterRo.oo..

5. Click on “Select the quorum witness”

6. Click on “Configure a file share witness”:

%‘3 Configure Cluster Quorum Wizard

Select Quorum Witness

Before You Begin Select a quorum witness option to add or change the quorum witness for your cluster configuration. As a best
Cla g phon ge guort 101y g

Select Quorum practice, configure a quorum witness to help achieve the highest availability of the cluster.

Configuration Option

() Configure a disk witness

Configure File Share Adds a quorum vote of the disk witness

Witness

Confirmation ® Configure a file share withess

Configure Cluster Adds a quorum vote ofthe file share witness

Quorum Settings

() Configure a cloud witness
Summary

Adds a quorum vote of the cloud witness

(C) Do not configure a quorum witness

7. Select the File Share Path and authenticate with domain credentials:

ﬁ-.i Configure Cluster Quorum Wizard

E?? Configure File Share Witness

Heloie You Degin Please select a file share thatwill be used by the file share witness resource. This file share must not be hosted
Select Quorum by this cluster. It can be made more available by hosting it on another cluster.
Configuration Option

Select Quorum Witness

Configure File Share e el e
Witness \w10-server\shared | Browse..

Confirmation

Configure Cluster
Quorum Setings

Summary



8. Finish the wizard.

9. You can see the File Share Witness in the Cluster dashboard:

@ Cluster Core Resources

Name Stans Information
Server Name

= l‘ MName: sglcluster { § ! Qnline

| d" IP Address: 192 168.177.100 @‘ Cnline

File Share Wilness

| [ File Share Witness N\w1l-server\shared) ‘.i‘" Qnline

Install and Configure ZCentral Connect Manager Nodes

The following steps describe the process to install the ZCentral Connect Manager instances and configure each
instance to listen at the WSFC role address and point to your high availability SQL Server database. Additionally,
the Manager Config failover command will reissue a self signed Certificate Authority and new certificates
configured for failover. NOTE A fresh install of ZCentral Connect Manager, version 20.3 or greater is required to
support failover. Any existing information from a 20.2 or previous installs will need to be reimported and
reconfigured. It is recommended to archive any existing database to another location. You can backup the
Manager database file located at path:

%PROGRAMDATA%\HP\ZCentralConnectManager\Manager.db.

NOTE Depending on your SQL Server configuration it may be required for you to give permissions to the domain
accounts to enable the Manager to access the database. Installation steps for the primary HP ZCentral Manager:

1. If the ZCentral Connect Manager is not already installed on this machine, install it.
« IMPORTANT: Install ZCentral Connect Manager specifying the Manager hostname as the hostname of
this computer.
2. Create the WSFC Role to host the ZCentral Connect instance.

1. Go to the Failover Cluster Manager, right click on Roles and Click on Configure Role.



Ng} Configure Role...

Virtual Machines... 1
% Ne
Clu Create Empty Role
View '
Refresh

Help

2. On the High Availability Wizard, select Generic Service and click on Next.

Select Role

Select Service
Client Access Point
Select Storage
Replicate Registry
Settings

Confirmation

Configure High
Availability

Summary

ﬁ High Availability Wizard

Select the role that you want to configure for high availabilty:

7, DFS Namespace Server Descnption:
¥ DHCP Server You can configure high availability for
-+ Distributed Transaction Coordinator (DTC) some services that were not originally
& File Server designed to run on a cluster. For more
mfﬂrmwm saeMMﬁm

[ Generic Application J ions pts, a1

Genenc Service
2 Hyper-V Replica Broker
> iSCSI Target Server “

| <Provous [ WNed> ] Cancel

3. Select HP ZCentral Connect Manager service.




% High Availability Wizard

"F = Select Service
"ﬁf{

Before You Beain Select the service you want to use from the list:
Select Role
Select Service Name Description
(Sark Accnds Poind HP ZCentral Connect Manager The HP ZCentral Connect HTTPS server.

Human Interface Device Service Activates and maintains the use of hot buttons ...
Selact Storage HV Host Service Provides an interface for the Hyper-V hypervisor...
Replicate Registry Hyper-V Data Exchange Service Provides a mechanism to exchange data betwe...
Selings Hyper-V Guest Service Interface Provides an interface for the Hyper-V/ host to int...
Confirmation Hyper-V Guest Shutdown Service Provides a mechanism to shut down the operati...
Configure High Hyper-V Heartbeat Service Monitors the state of this vitual machine by rep...
Availabiity Hyper-V PowerShell Direct Service Provides a mechanism to manage virtual machi...
Summary _Hyoer-V Remote Deskton Virtualization Service ___Provides a olatform for communication between .~ |

4. Define the WSFC Role Address. This will be the address which your Manager will be accessible by all

clients,

% High Availability Wizard X

ﬁ Client Access Point
<]

Before You Begin Type the name that clients will use when accessing this clustered role:

o - pre—— S
Select Service :

Client Access Point 61‘%& NetBIOS name is limited to 15 characters. One or more DHCP IPv4 addresses were configured

Select Storage automatically. All networks were configured automatically.

Replicate Registry
Seiftings

Corfirmation

Configure High
Availabiity

Summary

| <Previous | Cance

5. Press Next until finishing the Wizard.
3. Copy the license file issued for the WSFC Role Address name to the
%PROGRAMDATA%\HP\ZCentralConnectManager folder.
4. Configure the primary Manager using the provided HP ZCentral Connect Manager Config app. This tool is

called ManagerConfig.exe and is located in the same folder where HP ZCentral Connect Manager is installed,




typically %PROGRAMFILES%\HP\ZCentralConnectManager\bin.

1. Open a command prompt as Administrator and run the following command:

« ManagerConfig.exe failover —export —cluster hostname <WSFC Role Address name> —
secondaryHostname
<manager hostname> —serviceAccount <domain\manager msa account$> —
sqlServerConnectionString <full SQL Server connection string>

« An example of a full SQL Server connection string may look similar to Server=<you server
address>,<port>;Database=<db name>;Integrated Security=SSPI;Encrypt=yes;

2. Follow the on-screen instructions, you will be prompted for a password to export a newly created
certiBBcate for the secondary Manager. You will need this password again when you configure the
secondary Manager.

3. When the command completes successfully the primary Manager should be setup and ready.

4. A new file, manager_failover.zip, will be created in %PROGRAMDATA%\HP\ZCentralConnectManager
folder. This file will contain the certificate for the secondary Manager and other needed settings for the

secondary Manager.

Installation steps for the secondary HP ZCentral Manager:

1. If the ZCentral Connect Manager is not already installed on this machine, install it.
« IMPORTANT: Install ZCentral Connect Manager specifying the Manager hostname as the hostname of
this computer.
2. Copy the license file issued for the WSFC Role Address name to the
%PROGRAMDATA%\HP\ZCentralConnectManager folder.
3. Copy the manager_failover.zip file created with the primary configuration steps to the same path,
%PROGRAMDATA%\HP\ZCentralConnectManager on the secondary machine.
4. Open a command prompt as Administrator from %PROGRAMFILES%\HP\ZCentralConnectManager\bin, and
run the following command:
« ManagerConfig.exe failover —import —serviceAccount <domain\manager msa account$>
5. You will be prompted to enter the password for the certificate you created in the primary configuration.

6. When the command completes successfully the secondary Manager should be configured and ready.

NOTE The Manager Config failover export and import command will attempt to start the Manager service to verify
configurations are valid. It will then stop the service to ensure that Manager services are only started via the
cluster manager. If the attempt to start the Manager service at the end of each command fails, refer to the
Troubleshooting Failover Guide for help.

NOTE Once these steps are complete, if you choose to use your own trusted CA, refer to the Renewing or
Configuring new HP ZCentral Connect Manager Certificate section in the User Guide for instructions on using the
Manager Config to change the certificate that the Manager uses. This must be completed on both Manager
instances.

Configuring Agents

To enable Agents to connect to any of the Manager nodes, the Agents computer must trust the Certificate
Authority (CA).

1. To export the CA, look for instructions in the Accepting the Self-Signed Certificate Authority in Your



Environment section in the User Guide.
2. Refer to the Trusting a Certificate Authority section in the User Guide for instructions on how to trust the CA.
3. Install the Agent using the WSFC Role Address as the Manager hostname.
« If the Agent is already installed, it will be required to register the Agent again.

1. Refer to the ZCentral Connect Agent Config section in the User Guide for instructions on
registering the Agent.

2. Open the Agent settings file with a Text Editor, it can be found in the following path:
%PROGRAMDATA%\HP\ZCentral ConnectAgent\settings.json in Windows and
/etc/hpzcentralconnectagent/settings.json in Linux®.

3. Leave the setting “ManagerCertificate Thumbprint” empty:

“ManagerCertificate Thumbprint”: *,

4. Save the file and restart the HP ZCentral Connect Agent service to apply the changes.

Configuring AMT Hosts

To ensure that AMT Hosts send Hardware Alerts and are able to perform Power Operations, the following steps
are required:

1. Login as Administrator into the HP ZCentral Connect Manager using the WSFC Role Address.

2. On the side menu, navigate to Hosts tab. The list of Hosts will be shown:

] STATUS HOSTHAME QOWHER TYPE (WHNER NAME AVARLABILITY AGENT AMT LED MODEL

dino_thunder.cota.local

3. For each Host where the AMT column is not Unmanaged, click on the Host hostname on the table then click on

the Refresh Monitoring Data button in the Manage Host panel.:



&.Ucllldhliit'y'.l—..: Glats ' d Dafrech Manitarno Nata
Owner: PR (Poal
Logged in User({s): None

1P Address: 15:

Model: HP Z{entral 4k
Serial Number: HPZ

AMT: Reac

System ID LED: (L))
Remote Boost Sender: Running

Remote Boost Sender Version: 20.1.0.C

Agent; Connediec

Agent Version: 20

E R

4. Execute a Power Operation on the Host to make sure it's working as intended.

« If the Power Operation failed to execute, remove the Host and add the Host again.

Copyright and License
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Third-party notice
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